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Abstract 

The primary objective of this research is to develop an image captioning system in Indonesian by leveraging deep learning architectures, 

specifically Vision Transformer (ViT) and IndoBERT. This study addresses the challenge of generating accurate and contextually relevant 

captions for images, which is a crucial task in the fields of computer vision and natural language processing. The main contribution of this 

research lies in integrating ViT for visual feature extraction and IndoBERT for linguistic representation to enhance the quality of image captions 

in Indonesian. This approach aims to overcome limitations in existing models by improving semantic understanding and contextual relevance in 

generated captions. The methodology involves data preprocessing, model training, and evaluation using the Flickr8k dataset, which was translated 

into Indonesian. The research employs various data augmentation techniques to enhance model performance. The model is trained on a combined 

architecture where ViT extracts visual features and IndoBERT processes textual information. The experimental procedures include training the 

model on the Indonesian-translated Flickr8k dataset and evaluating its performance using BLEU and METEOR scores. The training loss and 

validation loss graphs provide insights into the model’s learning process. The results indicate that the proposed model outperforms traditional 

CNN+LSTM and Transformer-based models in terms of BLEU and METEOR scores. A detailed analysis of these results highlights the 

advantages of using ViT and IndoBERT for this task. The findings of this research have significant implications for real-world applications, such 

as automatic image captioning for visually impaired users, content tagging for multimedia platforms, and improvements in machine translation. 

Future research can explore the integration of human evaluation metrics and the use of larger datasets to enhance generalizability. 
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1. Introduction  

This The rapid advancement of technology impacts various aspects of life, including Artificial Intelligence (AI), which 

is applied in fields such as healthcare, industry, transportation, and entertainment. One prominent subfield of AI is deep 

learning, which uses artificial neural networks to process data hierarchically, enabling complex solutions such as speech 

recognition, text analysis, and object detection in images [1]. 

Deep learning serves as the foundation for image captioning technology, which automatically generates descriptions 

for images. This technology combines Computer Vision to identify objects in images with Natural Language 

Processing (NLP) to convert visual information into descriptive text [1], [2], [3]. The applications of image captioning 

range from supporting visually impaired individuals, optimizing image search, and automating content production to 

enhancing intelligent transportation systems. 

Most previous studies have focused on the textual aspects of image captioning by optimizing language modeling 

capabilities through various algorithms designed to generate relevant and coherent descriptions [4], [5]. For example, 

NLP based modeling plays a central role in producing text descriptions based on visual feature representations extracted 

by the model [5], [6]. This approach involves the use of algorithms such as Recurrent Neural Network (RNN) or Long 

Short-Term Memory (LSTM) to process sequential data, such as words in descriptive sentences [5], [7]. 

In the context of image captioning in Indonesian, the primary methods involve ViT for visual feature extraction and a 

modified Transformer architecture [5], [8], [9] integrated with IndoBERT to generate textual descriptions. Attention-
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based models further enhance this capability by focusing on relevant parts of the image, improving the quality of the 

generated captions. ViT is a deep learning model based on the Transformer architecture designed to process visual 

data, such as images, videos, or other pixel-based data. This model was first introduced in the paper titled “An Image 

is Worth 16x16 Words: Transformers for Image Recognition at Scale” by the Google Research team in 2020 [5], [8]. 

It brings the Transformer concept, originally popularized in natural language processing into the realm of Computer 

Vision [10]. ViT addresses some limitations of traditional CNN while offering greater flexibility in understanding 

global relationships within visual data [9]. 

IndoBERT, on the other hand, is a NLP model based on the BERT (Bidirectional Encoder Representations from 

Transformers) architecture, specifically designed to handle Indonesian text [11], [12]. This model is an adaptation of 

BERT, originally developed by Google, but it is specifically trained on an Indonesian-language corpus. As a result, 

IndoBERT possesses a deep understanding of the structure, vocabulary, and patterns of the Indonesian language, 

making it highly effective for various NLP tasks in this language. 

Further research in this field, particularly for the Indonesian language, is essential. Developing Indonesian-language 

image captioning methods can support the education, media, and e-commerce sectors, enhance accessibility, and enrich 

Indonesian-language resources in artificial intelligence. This research aims to contribute to image captioning 

technology using a deep learning approach tailored to local linguistic and cultural contexts. 

2. Methodology  

2.1. Research Stages 

This research follows nine distinct stages: Data Collection, Data Preprocessing, Data Splitting, Image Feature 

Extraction, Model Architecture Development, Generating Image Captions, Model Evaluation, Model Implementation 

into a Software Prototype, and Testing with New Data. Figure 1 provides an overview of these stages. 

 

Figure 1. Model architecture for Indonesian image captioning 

2.2. Data Collection 

In this research, the data used is open-source data from Flickr8k, which was then translated into Indonesian. The 

translation of the Flickr8k dataset into Indonesian was conducted using a combination of automated and human 

translation methods. Initially, automated translation tools were utilized to provide a quick and efficient translation of 

the English captions into Indonesian. However, relying solely on automated translation posed challenges in terms of 

accuracy and contextual appropriateness. To address this, a manual review process was implemented, where human 

translators carefully examined and refined the translations to ensure fluency, coherence, and relevance to the images. 

During the translation process, several challenges and issues were encountered. One of the main challenges was 

contextual ambiguity. Some words or phrases in the original English captions had multiple possible meanings in 

Indonesian, which required human translators to interpret the context correctly. Without proper context, certain 

translations could lead to misinterpretations, affecting the overall quality of the dataset. The Flickr8k dataset is one of 

the datasets commonly used in image captioning research. This dataset contains 8,000 images, each accompanied by 
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five descriptions that illustrate the content of the images. However, to use this dataset in Indonesian, a translation or 

adaptation process is required to convert the English descriptions into Indonesian” 

2.3. Data Preprocessing 

The preprocessing pipeline is an essential step in preparing the dataset for training models in image captioning tasks. 

It begins with loading the data and mapping textual captions to their corresponding images. This ensures that each 

caption is correctly paired with the appropriate image, forming the basis for effective learning. The dataset is then split 

into two subsets: a training set used to teach the model and a validation set to evaluate its performance and prevent 

overfitting [13], [14].  

For the text data, preprocessing involves custom standardization techniques. These include converting all text to 

lowercase to maintain uniformity and removing specific unwanted characters that may not contribute meaningfully to 

the model’s learning process. After standardization, the text is passed through a Text Vectorization layer, which 

converts the cleaned text into sequences of integers [10], [11]. This step is crucial, as machine learning models operate 

on numerical data rather than raw text. The vectorized sequences represent the vocabulary of the captions in a format 

that the model can process effectively. 

On the image side, preprocessing focuses on data augmentation to enhance the diversity of the training dataset. Using 

a Sequential model, various augmentation techniques are applied to the images, such as brightness adjustment, contrast 

adjustment, and random cropping. These transformations mimic different real-world scenarios and variations, enabling 

the model to become more robust and generalize better to unseen data. Data augmentation also helps address potential 

overfitting by artificially expanding the size of the training dataset without requiring additional images. 

By combining these steps, the preprocessing pipeline ensures that both the textual and visual data are in a format 

suitable for model training. The pipeline enhances the dataset’s quality and variability, creating a strong foundation for 

the development of accurate and reliable image captioning models [15], [16]. 

2.4. Data Splitting 

Dataset splitting is a step in preparing data for machine learning and ensures the model’s performance is both robust 

and generalizable. It involves dividing the available dataset into distinct subsets, typically used for training, validation, 

and testing purposes. The primary objective of this process is to provide the model with different sets of data for training 

and evaluation. This approach ensures that the model does not overfit the training data and can perform well on unseen 

or new data [17].  

The training dataset, which constitutes the largest portion of the split, is used to teach the model. In this study, 70% of 

the dataset, amounting to 5,600 images, is allocated for training. This dataset allows the model to learn patterns, 

features, and relationships within the data to minimize errors and improve predictions. 

The validation dataset serves a different purpose. It is used during the model training process to fine-tune 

hyperparameters and evaluate the model’s intermediate performance. By allocating 15% of the dataset (1,200 images) 

to validation, researchers can monitor how well the model generalizes to data that it has not directly trained on. This 

helps identify potential issues like overfitting, where the model may perform well on the training data but poorly on 

unseen data 

Finally, the testing dataset, also 15% of the total dataset (1,200 images), is reserved for the final evaluation of the 

model. This dataset is entirely separate from the training and validation data and is used to provide an unbiased 

assessment of the model’s performance. Testing ensures that the model’s predictive capabilities are evaluated under 

conditions similar to real-world usage, offering insights into its reliability and accuracy on new data. 

In this study, splitting the dataset into these proportions—70% for training, 15% for validation, and 15% for testing—

provides a balanced and systematic approach to model development [15]. It ensures that the model is not only trained 

effectively but is also rigorously evaluated for its ability to generalize to new, unseen data, making it more reliable for 

practical applications. 
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2.5. Image Feature Extraction 

Image feature extraction is a critical step in computer vision tasks where relevant visual information from images is 

transformed into a numerical format suitable for machine learning models. Traditional methods rely on Convolutional 

Neural Network (CNN) to extract features hierarchically through convolutional layers. However, ViT has emerged as 

a powerful alternative, leveraging the transformer architecture originally designed for natural language processing tasks 

to process visual data. ViT achieve this by treating images as a sequence of patches, enabling them to capture long-

range dependencies and contextual relationships in an image [8], [9], [14]. 

Unlike CNN, which processes images using localized convolutional filters, Vision Transformer begin by dividing an 

input image into smaller fixed-size patches. For instance, a 224x224 image can be split into 16x16 patches, resulting 

in a grid of patches. Each patch is then flattened into a 1D vector and embedded using a learnable linear projection to 

create patch embeddings. These embeddings are supplemented with positional encodings to retain spatial information 

about the image’s structure [16]. 

Once the patches are encoded, they are fed into a standard transformer encoder, which consists of layers of multi-head 

self-attention and feed-forward neural networks. The self-attention mechanism allows the model to capture global 

relationships between patches, enabling it to understand how different parts of the image relate to one another. This 

capability makes ViT particularly effective in extracting high-quality features from complex images, as they are not 

limited to local context like CNN. 

ViT has several advantages for feature extraction. First, their ability to model global relationships within an image 

makes them well-suited for capturing detailed and meaningful features. This global understanding is especially 

beneficial for tasks that require identifying objects in challenging conditions, such as overlapping objects or objects 

with intricate details. Second, because ViT does not rely on convolutional operations, they can generalize better across 

different domains when pretrained on large datasets like ImageNet. Additionally, Vision Transformers are highly 

scalable [14]. By increasing the number of layers or heads in the transformer encoder, the model’s capacity to learn 

complex representations can be enhanced. Pretrained ViT models can also serve as feature extractors for downstream 

tasks. For example, the output from the final transformer layer, representing the global feature embedding of the image, 

can be used as input for models performing classification, object detection, or image captioning [1], [3], [18]. 

2.6. Proposed Model Architecture Development 

In this research, the model architecture was built using IndoBERT as the embedding used as NLP, the Vision 

Transformer model was used for image feature extraction. This model is designed to produce rich and efficient feature 

representations from input images. Before an image is provided as input to a Vision Transformer model, a 

preprocessing step is required to ensure data consistency. Figure 2 is the architectural design that was built. 
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Figure 2. Proposed model architecture for Indonesian image captioning 

The diagram outlines a multimodal pipeline for image captioning that integrates a ViT for image feature extraction and 

IndoBERT for text processing, creating a seamless framework to generate meaningful image captions. The process 

begins with the image feature extraction stage, where the input image (e.g., a cat wearing sunglasses) is processed by 

a Vision Transformer. ViT divides the image into smaller patches, encodes them into feature embeddings, and outputs 

a feature vector (e.g., [0.127, 0.412, 0.312, ...]) that captures the semantic and spatial attributes of the image. These 

feature vectors are critical as they serve as the visual representation of the image for the subsequent stages. 

Simultaneously, the text preprocessing stage handles the target captions. The textual data is tokenized into meaningful 

units, such as <start> seekor kucing berwarna oranye sedang memakai kacamata hitam (an orange cat is wearing 

sunglasses) <end>. These tokens are then embedded using IndoBERT, a pretrained language model tailored for 

Indonesian, which generates embeddings that represent the contextual meaning of the words. Positional encodings are 

added to these embeddings to retain the sequential structure of the caption, ensuring the model understands the order 

of the words. 

In the fusion layer, the extracted image features from the ViT are aligned and combined with the textual sequence. This 

fusion involves broadcasting the image feature vector to match the sequence length of the text input, allowing the 

encoder to process both image and text data effectively. The combined sequence is then passed through the encoder, 

which comprises layers of self-attention, feed-forward networks, and layer normalization. The encoder learns to capture 

the relationships within the input sequence, refining the representations for both image and text features. 

Next, the decoder processes the caption generation. It uses masked self-attention to analyze the partial captions 

generated so far while ensuring the model doesn’t see future tokens during training [1], [3], [19]. The decoder also 

employs cross-attention, where it focuses on the image features passed from the encoder, enabling it to relate specific 

regions of the image to the words being generated. Feed-forward layers and layer normalization further refine the 

decoder’s outputs at each step. 

Finally, the decoder’s output is passed through a linear layer and a softmax activation function, which converts the 

outputs into probabilities over the vocabulary. The model selects the most probable word at each step, generating a 

coherent caption, such as “seekor kucing berwarna oranye sedang memakai kacamata hitam" (an orange cat is wearing 
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sunglasses). This integration of visual and textual features, facilitated by transformers, ensures the model generates 

accurate and contextually relevant captions for the input image. 

2.7. Generating Image Captions 

After the model is created, it can be used to produce image captions by leveraging the features learned during training. 

The process of generating captions begins with feeding a new image into the model’s ViT component. The ViT breaks 

the input image into smaller patches and processes these through multiple self-attention layers, resulting in a feature 

vector that encodes the semantic and spatial characteristics of the image. This feature vector serves as the visual 

representation of the input image, capturing details such as objects, their relationships, and the overall scene context 

[8], [9]. 

Once the image features are extracted, they are passed to the model’s encoder, where they are combined with positional 

encodings to account for the spatial structure of the image. At the same time, the decoder is initialized with the <start> 

token, signaling the beginning of the caption. The decoder generates captions autoregressively, meaning it predicts one 

word at a time based on the words generated so far and the visual features provided by the encoder [20], [21], [22]. 

In each step of the decoding process, the decoder employs masked self-attention to process the partial caption generated 

so far. This ensures that the model only considers tokens up to the current position, preventing it from “peeking” at 

future words during generation. The decoder also uses cross-attention to focus on relevant parts of the image feature 

vector, allowing it to associate specific visual regions with the corresponding parts of the caption. For example, when 

generating the word “sunglasses,” the decoder might attend to the region in the image containing the sunglasses. 

As the decoder generates each word, it passes the output through a linear layer followed by a softmax function [23]. 

This converts the output into a probability distribution over the vocabulary. The model then selects the word with the 

highest probability as the next word in the caption. This process repeats until the <end> token is generated, signaling 

the completion of the caption. 

The generated caption is designed to describe the content of the image accurately and coherently. For example, for an 

image of a cat wearing sunglasses, the caption might be “seekor kucing berwarna oranye sedang memakai kacamata 

hitam” (an orange cat is wearing sunglasses). The quality of the caption depends on how well the model was trained 

and how effectively it learned the relationships between visual and textual features during training. 

What makes this process particularly effective is the interplay between the Vision Transformer and the text generation 

component. The Vision Transformer ensures that the visual features are rich and descriptive, capturing fine-grained 

details of the image. On the other hand, the decoder, supported by a pretrained language model such as IndoBERT, 

ensures that the generated text is fluent, contextually relevant, and grammatically correct [11], [12]. 

Moreover, the model’s ability to focus on different parts of the image while generating specific words is a direct result 

of the cross-attention mechanism. This mechanism enables the decoder to dynamically shift its attention based on the 

current context of the caption, allowing it to describe complex scenes with multiple objects and interactions accurately. 

Finally, this process is not limited to a single application. Once the model is built, it can be fine-tuned or extended for 

various tasks [6]. For instance, it can be adapted for multilingual captioning by incorporating language-specific 

embeddings or enhanced with additional modalities, such as audio or video inputs, for broader applications like video 

captioning. The ability to produce high-quality captions from images demonstrates the effectiveness of multimodal 

learning and opens the door to numerous applications, such as assisting visually impaired individuals, improving 

content discovery on the web, and enabling human-computer interactions in natural language. 

2.8. Model Evaluation 

Evaluating image captioning models involves assessing how well the generated captions match human-written captions 

that describe the same image. Two commonly used metrics for this purpose are the BLEU (Bilingual Evaluation 

Understudy) score and the METEOR (Metric for Evaluation of Translation with Explicit ORdering) score. These 

metrics are widely adopted in the field of natural language processing and are tailored to evaluate the quality of 

machine-generated text by comparing it to one or more reference texts [24], [25]. For instance, if the reference caption 

is “A young boy is playing with a ball,” and the generated caption is “A kid is tossing a ball,” BLEU might score it 
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lower due to differences in word choice, but METEOR would score it higher because “kid” and “boy” are synonyms, 

and “tossing” is a reasonable variation of “playing.” By using both BLEU and METEOR, we ensure that our model is 

evaluated not just on exact word matches but also on semantic correctness and fluency, providing a more 

comprehensive assessment of the captioning quality. 

BLEU is calculated based on the precision of n-grams (consecutive sequences of words) in the generated caption 

compared to reference captions. The BLEU score is computed using the following equation (1): 

BLEU  =  BP  ×  exp(  ∑ wn
N
n=1  log  pn )   (1) 

BP is the brevity penalty to handle length mismatches, wn is the weight assigned to each n-gram precision, pn is the 

precision of n-grams up to N. 

METEOR takes into account synonym matching and word order. It is computed using the following equation (2): 

𝑀𝐸𝑇𝐸𝑂𝑅 = 𝐹𝑚𝑒𝑎𝑛 × (1 − 𝑃𝑒𝑛𝑎𝑙𝑡𝑦)    (2) 

Fmean is the weighted harmonic mean of precision and recall, penalty is penalizing incorrect word order.  

METEOR improves upon BLEU by considering semantic similarities and partial matches between words, making it 

more aligned with human judgment. 

Both BLEU and METEOR are complementary metrics in evaluating image captioning models. BLEU is useful for 

measuring surface-level matches and is effective in scenarios where exact word matches are critical, such as technical 

or highly specific domains. METEOR, with its focus on semantic and grammatical alignment, is better suited for 

evaluating captions that prioritize meaning over exact word matches. 

The combined use of BLEU and METEOR provides a more comprehensive evaluation of image captioning models. 

BLEU offers insights into the lexical precision of the captions, while METEOR evaluates their semantic richness and 

fluency. High scores on both metrics indicate that the model generates captions that are both accurate in terms of word 

choice and meaningful in terms of content [26]. 

However, both metrics have their limitations. Neither can fully capture the subjective nature of captioning, where 

multiple valid captions may exist for the same image. For this reason, these metrics are often supplemented with human 

evaluation to ensure that the captions are not only technically accurate but also natural and engaging. Together, BLEU 

and METEOR provide a robust framework for assessing the performance of image captioning models [27]. 

2.9. Model Implementation into Prototype 

Testing is conducted by processing new image data that the model has neither been trained on nor encountered before. 

In this study, the testing process mirrors the training steps, starting with data preprocessing. The new image data is then 

inputted into the previously saved optimal model for caption generation. The model will produce image captions in the 

Indonesian language. 

Within the developed prototype, an input form is displayed for the user. The user can browse and upload a new image 

they wish to caption. After selecting the image, they can click the “Generate Caption” button. The model will then 

process the input and generate a caption for the uploaded image. 

3. Results and Discussion 

3.1.Model Evaluation Results 

The training loss and validation loss results for the proposed model are shown in figure 3. The graph illustrates the 

progression of Training Loss and Validation Loss for the proposed model during the training process. These two metrics 

are used to evaluate the model’s performance in learning from the training data and predicting new data. The Training 

Loss (solid blue line) shows a significant decrease at the start of training, especially during the first two epochs. This 

indicates that the model quickly learns to minimize errors on the training data. After approximately the 5th epoch, the 

Training Loss stabilizes, suggesting that the model has reached an optimal state for the training data. 
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Figure 3. Graph of training lost and validation lost of the proposed model 

The Validation Loss (dashed orange line) follows a similar pattern to the Training Loss at the start of training. However, 

the Validation Loss remains slightly higher than the Training Loss throughout the training process [21], [23], which is 

a common indication that the model performs better on the training data than on the validation data. In the final epoch, 

there is a slight increase in Validation Loss, which may indicate the onset of overfitting, where the model becomes too 

tailored to the training data, leading to reduced performance on new data. 

This graph shows that the proposed model can learn to generate captions consistent with the training data. However, 

the slight discrepancy between Training Loss and Validation Loss highlights a potential area for improving the model’s 

generalization to better generate descriptions for unseen images. Overall, the model demonstrates a reasonably good 

training process with stability at the end, though more attention should be given to validation performance to ensure 

the model can work optimally on new data. 

Figure 4 shows a graph illustrating the development of BLEU and METEOR scores as the number of epochs increases 

during the model training process. These two metrics are used to evaluate the quality of the model’s output. The BLEU 

score (solid blue line) in the graph shows a significant increase during the initial epochs, reflecting that the model learns 

quickly and produces outputs increasingly similar to the references. However, after around 5–7 epochs, the 

improvement slows, indicating that the model is nearing its optimal performance in understanding the training data 

patterns. 

 

Figure 4. Graph of BLEU scores and METEOR scores of the proposed model 

On the other hand, the METEOR score (dashed orange line) demonstrates more stable and consistent performance. 

This score reaches near-maximum values in the early epochs (around epochs 2 to 5) and then remains steady until the 

end. METEOR, often considered more sensitive to word order and synonyms, indicates that the model captures the text 

semantics quite well from the beginning. 
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This research also tested several deep learning models for the image captioning task, such as CNN+LSTM and 

Transformer. The BLEU and METEOR results for all these models are presented in table 1. 

Table 1. Test Results of Several Deep Learning Models 

Model Dataset Data Ratio BLEU METEOR 

Proposed Model Flickr8K 70:15:15 0.9826 0.9948 

CNN+LSTM Flickr8K 70:15:15 0.8703 0.8898 

Transformer Flickr8K 70:15:15 0.9011 0.9814 

Based on the testing results shown in table 1, the performance of several deep learning models for the image captioning 

task is presented. The models include the proposed model, CNN+LSTM, and Transformer. The proposed model 

demonstrates the best performance with a BLEU score of 0.9826 and a METEOR score of 0.9948. This indicates that 

the model can generate high-quality image captions compared to the reference, both in word selection and sentence 

structure. This model leverages the combination of ViT and IndoBERT, which effectively supports visual and textual 

processing. 

The CNN+LSTM and Transformer models show lower performance compared to the two ViT-based models. 

CNN+LSTM records a BLEU score of 0.8703 and a METEOR score of 0.8898, while the Transformer records a BLEU 

score of 0.9011 and a METEOR score of 0.9814. This performance indicates that ViT-based approaches, supported by 

language models like BERT, have a superior ability to understand visual features and link them with textual 

representations compared to traditional approaches such as CNN+LSTM. 

Component heads identify the different components of your paper and are not topically subordinate to each other. 

Examples include ACKNOWLEDGMENTS and REFERENCES, and for these, the correct style to use is “Heading 

5.” Use “figure caption” for your Figure captions, and “table head” for your table title. Run-in heads, such as “Abstract,” 

will require you to apply a style (in this case, italic) in addition to the style provided by the drop down menu to 

differentiate the head from the text. 

Text heads organize the topics on a relational, hierarchical basis. For example, the paper title is the primary text head 

because all subsequent material relates and elaborates on this one topic. If there are two or more sub-topics, the next 

level head (uppercase Roman numerals) should be used and, conversely, if there are not at least two sub-topics, then 

no subheads should be introduced. Styles named “Heading 1,” “Heading 2,” “Heading 3,” and “Heading 4” are 

prescribed. 

3.2.Results of Model Implementation into Prototype 

The proposed model, which has undergone the training process and achieved optimal accuracy, is then saved. The 

saved model can subsequently be implemented into a software prototype to generate automatic captions for images that 

have not been previously trained on or recognized. New data, which the model has not been trained on, is used as input 

for testing the model. Figure 5 illustrates a prototype for uploading new images to generate captions automatically.  

 

Figure 5. Home page of the application prototype 
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On the home page, users can enter an image for which a caption will be created automatically by clicking the Upload 

Image button. Table 2 presents the captioning results produced by the developed model. 

Table 2. Caption Results from New Images 

Experiment 1 Experiment 2 Experiment 3 

Input 

 
  

Output 

   

4. Conclusion 

Based on the analysis of the testing results, several conclusions can be drawn: This research successfully conducted 

the process of generating captions for images in Indonesian. The generated captions can serve as references for 

developing automated captioning systems. A model for generating captions in Indonesian has been successfully 

developed in this research. The designed model is a combination of a Vision Transformer to extract visual features and 

an adaptation of IndoBERT to generate text captions in Indonesian. The results show that the developed model achieved 

a BLEU score of 0.9826 and a METEOR score of 0.9948. Compared to other models, such as CNN+LSTM and 

Transformer, the proposed model demonstrates higher evaluation accuracy. The developed model was then 

implemented as a software prototype. This prototype allows users to input new images that the model has not previously 

trained on or recognized, automatically generating captions for those images. 

Recommendations for future work related to automated image captioning include expanding and diversifying the 

dataset used to improve the quality of model training. This would further enhance the accuracy achieved, future 

research could explore adding hidden layers and varying the number of neurons to evaluate the impact on the model’s 

accuracy. Additionally future studies could incorporate human evaluation metrics, such as expert ratings and user 

studies, to assess the quality and relevance of the generated captions. 
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