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Abstract 

Understanding emotions during mental health counseling is important to deliver personalized and timely support. This study explores the use of 

machine learning to classify emotions in counseling conversations by combining two types of features: textual features (such as the words used) 

and numerical features (such as the number of characters or sentences in a response). The data includes 873 data, which were processed using 

common text-cleaning methods like stemming, stopword removal, and TF-IDF to capture important word patterns. At the same time, numerical 

features were added to reflect the structure of each response. Four machine learning models were tested: Bernoulli Naive Bayes, Decision Tree, 

Logistic Regression, and Random Forest. These models aimed to classify emotional categories: Depression, Happy, and Stress. After training 

and testing, Random Forest showed the best performance with 90.05% accuracy, followed closely by Logistic Regression (89.41%) and Bernoulli 

Naive Bayes (88.89%). The Decision Tree model had the lowest accuracy at 72.49%, which may be due to its limitations in dealing with complex 

data. These results show that combining text-based and numerical features helps improve the accuracy of emotion detection in mental health 

conversations. The findings also suggest that machine learning models, when properly designed, can support the development of AI-based tools 

for mental health support. This approach can be used as a foundation for building smarter chatbot systems that are able to recognize emotions 

and provide more empathetic responses in real-time. The study adds new insights into how artificial intelligence can be used to improve access 

to mental health services and make them more adaptive to users’ emotional needs 

Keywords: Sentiment Analysis, Emotion, Classification, Mental Health, Counseling 

1. Introduction 

Mental health challenges are a growing crisis, especially among university students. While offering opportunities for 

academic and personal growth, university life also brings unique stressors, including academic pressure, financial 

burdens, social dynamics, and career uncertainties. These stressors often lead to an increase in mental health issues 

such as depression, anxiety, and stress, which can significantly affect students' academic performance, social 

relationships, and overall well-being. According to the World Health Organization (WHO), untreated mental health 

disorders are among the leading causes of disability and poor quality of life globally, particularly among young adults. 

In academic settings, mental health issues can lead to absenteeism, academic underperformance, and higher dropout 
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rates, exacerbating the challenges faced by higher education institutions [1]. The increasing demand for mental health 

support on university campuses has strained existing resources, with counseling centers often overwhelmed by the 

volume of students seeking help. Many universities face significant barriers in delivering timely and effective support 

due to limited staff, financial constraints, and the stigma surrounding mental health, which discourages students from 

seeking help. These challenges underscore the urgent need for innovative, scalable solutions to enhance mental health 

services. One promising avenue is using artificial intelligence (AI) technologies, particularly sentiment analysis, to 

augment traditional mental health interventions. 

Sentiment analysis, a subset of natural language processing (NLP), involves the computational assessment of text to 

identify the underlying emotions or sentiments expressed. This technology has shown great potential in mental health 

care, enabling practitioners to analyze large volumes of unstructured data, such as counseling transcripts, surveys, and 

social media posts. By identifying emotional patterns, sentiment analysis can help detect students experiencing distress 

and facilitate early intervention. For example, negative emotional trends in student communications can be flagged for 

follow-up, enabling counselors to focus on those most at risk [2].  Machine learning models are foundational to the 

success of sentiment analysis systems. Logistic Regression, a widely used algorithm, is particularly suitable for 

academic mental health applications due to its simplicity, interpretability, and effectiveness in binary and multiclass 

text classification tasks. Logistic Regression can efficiently identify emotional states, such as sadness or anger, from 

text data, making it a valuable tool for analyzing counseling records or surveys. On the other hand, ensemble models 

like Random Forest have proven highly effective in handling complex, imbalanced datasets, which are common in 

mental health contexts. By aggregating the decisions of multiple decision trees, Random Forest provides robust and 

accurate predictions, capturing subtle emotional nuances that simpler models may miss [3]. 

Beyond these models, hybrid feature integration has emerged as a powerful approach to improving the precision and 

utility of sentiment analysis in academic settings. Combining linguistic features, such as text and numeric datasets, 

with behavioral data, such as help-seeking frequency or participation in university activities, enhances the ability of 

these systems to detect emotional distress. Additionally, incorporating multimodal data—such as text from counseling 

sessions, audio recordings, and physiological signals—provides a more comprehensive understanding of a student’s 

mental health. This multimodal approach enables tailored interventions that address mental health challenges' 

emotional and behavioral dimensions [4][5]. The potential applications of sentiment analysis extend far beyond 

traditional counseling. For instance, this technology can be used to monitor emotional trends across the student body, 

providing administrators with real-time insights into the collective mental health of the campus community. Such data 

can inform institutional policies, allowing universities to allocate resources strategically, prioritize interventions, and 

design programs that address the root causes of student stress. Additionally, automated sentiment analysis systems can 

serve as early-warning tools, identifying at-risk students who may not actively seek help due to stigma or other barriers 

[6]. 

This research seeks to explore the role of sentiment analysis in enhancing mental health care for university students. 

By leveraging AI technologies, this study aims to provide a framework for scalable, data-driven mental health 

interventions that address the unique challenges of academic environments. Integrating sentiment analysis into 

university counseling services can ultimately transform mental health care, fostering a culture of resilience, well-being, 

and educational success on campuses worldwide. 

2. Research Method  

The dataset for this study was curated to capture textual data reflective of emotional expressions in university mental 

health counselling contexts. Sources include anonymized transcripts from counselling sessions, survey responses and 

ensuring a diverse representation of linguistic patterns and emotional nuances. To uphold ethical standards, participant 

consent was obtained before capture the data, and strict anonymization protocols were implemented to safeguard 

privacy. Measures such as removal of personally identifiable information and secure data storage were enforced to 

maintain confidentiality while preserving the integrity of the collected data. 
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2.1. Dataset Collection  

This study utilizes a dataset of 873 responses from Indonesian university students participating in mental health 

counseling sessions. The dataset includes textual features such as response content, emotion labels, number of 

characters (num_of_characters), and number of sentences (num_of_sentences). The num_of_characters feature 

captures response length, where longer texts may indicate elaborate emotional expressions, while shorter ones may 

suggest strong or certain emotions. Similarly, num_of_sentences reflect response complexity, with higher counts often 

linked to distress or deep thought. These features were normalized and combined with TF-IDF vectorized text data, 

allowing machine learning models to better recognize patterns in emotional expression through text length and 

structure. 

The dataset focuses on academic-related mental health challenges, including stress, happiness, and depression, with 

each response carefully annotated with emotional labels. A supervised learning approach was applied to classify 

emotions into stress, happiness, and depression leveraging pre-trained models and domain-specific feature engineering. 

Depression, happiness, and stress are commonly studied emotions in clinical psychology and psychopathology. 

Research indicates that depression is linked to difficulties in differentiating negative emotions, particularly sadness, 

guilt, and anxiety [7]. While emotions like disappointment and confusion are not explicitly categorized in diagnostic 

manuals such as the DSM-5, they are frequently included in broader psychological models of emotion recognition and 

psychopathology [8]. Additionally, emotions such as depression, stress, and pleasure are widely recognized in mental 

health research and are measured using psychological rating scales like the Beck Depression Inventory (BDI) and the 

Positive and Negative Affect Schedule (PANAS) [9]. This structured dataset plays a crucial role in advancing emotion 

detection research, particularly in academic settings, where early identification of emotional distress can facilitate 

timely mental health interventions and prevent long-term consequences. [10]. 

Figure 1 provides an illustration of preprocessed counseling conversation samples categorized under the emotional 

label "Confused." The original statements, initially in Indonesian, reflect participants' expressions of uncertainty, 

hesitation, and lack of clarity in various contexts. For instance, one statement, "Iya, aku paham. Aku harus belajar 

menerima..." translates to "Yes, I understand. I must learn to accept...," indicating a cognitive struggle with acceptance. 

Another example, "Kadang aku terlalu ragu dengan kemampuan..." ("Sometimes I am too hesitant with my abilities..."), 

highlights self-doubt regarding personal capabilities. This data structure ensures that emotional nuances are preserved 

while preparing the text for computational analysis. 

 

Figure 1. Hybrid Textual and Numerical Dataset Sentiment Analysis 

The data collection process adhered to ethical considerations, including anonymization and participant consent, 

ensuring compliance with data privacy regulations. Responses were derived from academic institutions’ mental health 

programs, where participants voluntarily engaged in counseling to address their concerns. Similar studies, such as [11], 

have shown that such datasets can offer a robust foundation for developing AI-driven tools to enhance emotional 

support systems in educational settings [11]. The significance of emotion-labeled datasets is highlighted in research by 

[12], demonstrating how fine-grained emotional annotations can enhance the accuracy of predictive models in health-

related contexts. Similarly, [13] underscores the importance of contextual emotion detection using supervised machine 

learning, noting its relevance in early mental health assessments [12], [13]. 
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In academic mental health, datasets such as the one used in this research offer unique insights into students' emotional 

states. These insights can inform the design of interventions tailored to specific emotional patterns, ensuring more 

personalized and practical support. As noted by [14], using such datasets can contribute to developing advanced 

detection systems for psychological stress, ultimately enhancing the well-being of students in higher education 

environments. 

2.2. Workflow Model Building 

Figure 2 shows a diagram representing a systematic workflow for data preparation and model building in machine 

learning. The workflow is specifically tailored to ensure high-quality data and robust model performance. The pipeline 

comprises six main stages interconnected to optimize the data and modeling process. 

 

Figure 2. Workflow Model in Sentiment Analysis 

Data Exploration: This initial step involves analyzing the dataset to understand its structure, distribution, and key 

characteristics. Exploratory Data Analysis (EDA) techniques, including visualization, summary statistics, and missing 

value analysis, help identify potential issues like outliers and data imbalances, which are crucial for planning 

subsequent preprocessing steps [15]. Data Cleaning: This step ensures data quality and suitability for modeling by 

removing irrelevant data, addressing missing values, and applying text preprocessing. Techniques such as stopword 

removal eliminate common but uninformative words (e.g., "the," "is") [16], while stemming reduces words to their 

root forms, ensuring consistency in text-based features. Feature Engineering: Raw data is transformed into meaningful 

features to enhance model performance. This involves creating, selecting, or encoding variables based on their 

relevance to the classification task. Effective feature engineering is especially critical for high-dimensional or sparse 

data, as it directly impacts model accuracy [17]. 

Data Preprocessing and Resampling: Standardization methods such as scaling, encoding categorical variables, and 

imputing missing values prepare the dataset for modeling. Resampling techniques, including oversampling minority 

classes or undersampling majority classes, help address class imbalance, ensuring that machine learning models 

generalize well and minimize bias [18]. Model Training: Machine learning algorithms such as Random Forest or 

Logistic Regression are applied to train predictive models. This phase includes parameter tuning to optimize 

performance based on the dataset’s characteristics [19]. Model Evaluation: The trained model is assessed using 

accuracy, precision, recall, and F1-score, ensuring reliability and identifying areas for improvement. Cross-validation 

is commonly used to evaluate robustness and prevent overfitting, making the model more generalizable to unseen data. 
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3. Machine Learning for Sentiment Analysis  

3.1. Machine Learning Process 

This study utilized a dataset of 873 records, split into 80% training (698 records) and 20% testing (175 records) to 

ensure a balanced evaluation of machine learning models. The training set was used for learning patterns, while the 

testing set provided an unbiased assessment of model performance [20], [21]. Four machine learning algorithms—

Bernoulli Naive Bayes, Decision Tree, Logistic Regression, and Random Forest—were applied due to their 

effectiveness in text classification and emotion detection. The process included text preprocessing (stopword removal, 

stemming, and tokenization) and feature transformation using bag-of-words and TF-IDF vectorization [16]. Feature 

engineering was also employed to enhance sentiment classification by ensuring meaningful text representations, as 

shown in figure 3. 

 

Figure 3. Sentiment Analysis Framework  

This study employed a qualitative-quantitative hybrid research design to explore sentiment analysis and emotion 

detection in mental health counseling conversations. Data were collected from recorded counseling sessions, obtained 

with informed consent from counselors and clients, ensuring ethical compliance. The recorded audio was transcribed 

into text, focusing solely on the client's responses to preserve the context while maintaining participant confidentiality 

by anonymizing all identifiable information. The text data were then preprocessed through cleaning techniques such 

as stopword removal and stemming to enhance consistency and usability for analysis. Following this, the dataset 

underwent labeling, where emotional states such as happiness, sadness, anxiety, and anger were assigned to client 

responses to create a structured and annotated dataset. Machine learning models, including Random Forest and Logistic 

Regression, were trained and evaluated using this dataset to determine their effectiveness in identifying emotions. 

Each algorithm was implemented and trained on the labeled dataset. BernoulliNB, a variant of the Naive Bayes 

classifier, was utilized for its ability to handle binary feature inputs effectively. It calculates probabilities based on the 

presence or absence of features, making it particularly well-suited for text data structured as binary vectors [22]. The 

Decision Tree algorithm was employed for its interpretability and capacity to handle categorical and numerical data. It 

uses a tree-like model of decisions and their possible consequences, including classifications of text data based on 

hierarchical rules derived from the features [23]. Logistic Regression was chosen for its simplicity and effectiveness in 

binary classification tasks. This algorithm estimates probabilities based on a linear combination of the input features, 

offering interpretable coefficients [24] that can provide insights into the significance of different textual features in 
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determining sentiment. Random Forest, an ensemble learning algorithm, was included due to its robustness and high 

predictive accuracy. By aggregating the outputs of multiple decision trees, Random Forest reduces overfitting and 

improves generalization, making it ideal for datasets with complex or imbalanced class distributions [25]. 

The performance of these algorithms was evaluated using metrics such as accuracy, precision, recall, and F1-score to 

compare their effectiveness in detecting emotions from text. Random Forest and Logistic Regression were found to 

excel in accuracy and interpretability. At the same time, BernoulliNB and Decision Tree demonstrated strengths in 

specific scenarios, such as handling binary data or generating transparent decision paths.  By implementing and 

analyzing these algorithms, this study highlights the potential of machine learning in sentiment analysis, providing 

valuable insights into emotion detection within mental health counseling contexts [16] [8]. The findings contribute to 

the growing research on AI-driven solutions for enhancing mental health interventions. 

3.2. Data Exploration 

The data exploration phase aimed to comprehensively understand and prepare the dataset for further analysis, ensuring 

its suitability for sentiment analysis and emotion detection tasks. This process began with an initial examination of the 

dataset to understand its structure, including the number of records (rows), features (columns), and labels representing 

different emotional states. This analysis identified key attributes and any potential challenges within the dataset.  

Handling missing data was a critical task during this phase. Any missing values were identified and removed by 

systematically scanning the dataset to maintain data integrity. This ensured that the dataset used in subsequent analysis 

was clean and free from inconsistencies. Removing missing data also reduced the likelihood of biases or errors during 

the modeling phase. 

A key focus of this phase was analyzing the distribution of labels in the dataset, as class balance plays a significant role 

in machine learning model performance. The total number of occurrences for each emotional category, such as 

"Depression," "Happy," "Depression," was computed and visualized in the form of a pie chart (as shown in the figure 

4).  The visualization revealed the proportions of each category, providing critical insights into the dataset's 

composition as shown in figure 4. The pie chart illustrates that "Happy" is the most frequently occurring emotion, 

representing 34.9% of the dataset, followed by "Depression" (33.2%), and "Stress" (31.8%). This distribution 

demonstrates moderately balanced dataset, with all emotions represented in relatively equal proportions. 

 

Figure 4. Data Exploration 

Overall, the data exploration phase and the visualization of label distribution provided a detailed understanding of the 

dataset’s structure and composition. These insights played a pivotal role in guiding preprocessing and model 
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development, ensuring that the subsequent stages of the research were built on a solid foundation. The detailed analysis 

and visualization ensured transparency and informed decision-making throughout the process. 

3.3. Data Cleaning 

The data cleaning phase involved several critical preprocessing steps to prepare the dataset for sentiment analysis and 

emotion detection. This process began with stemming using the Sastrawi library, a widely used tool for Indonesian text 

processing [24]. Stemming reduced words to their root forms, helping to standardize the vocabulary by eliminating 

variations of the same word. For instance, words like "berlari (running)," and "pelari (runner)"  were reduced to their 

root form "lari (run)," ensuring consistency across the dataset. In addition to stemming, stopword removal was 

performed using a predefined list of Indonesian stopwords from the Sastrawi library [26]. These stopwords, including 

"dan" (and), "yang" (which), "di" (at), and "adalah" (is), were removed as they carried little semantic meaning and were 

often irrelevant for sentiment analysis. The removal of stopwords helped focus on meaningful terms, improving the 

quality of feature extraction for machine learning models. 

To assess the impact of preprocessing, a sample text before and after stemming and stopword removal is provided in 

figure 5. These steps were crucial in enhancing data quality by ensuring a more structured and meaningful 

representation of textual features, which ultimately improved the performance of emotion classification models. 

 

Figure 5. Stemming and Stopwords Process 

A word cloud visualization was generated for each emotion label using the WordCloud library to gain further insights 

into the data. The word cloud provided a graphical representation of the most frequently occurring words for each 

emotional category, with the size of each word indicating its frequency. For example, in the "Anxious" category, 

common words such as "worry," "anxious," and "scared" were prominently displayed, reflecting the linguistic patterns 

associated with this emotion. Similarly, the "Depression" category, as shown in Figure 6, featured favorable terms like 

"scared" and "hard," emphasizing the words that frequently appeared in depressional contexts.   

 

Figure 6. Depression WordCloud Example 

The word cloud for "Depression" provides valuable insights into the common words and themes associated with 

depressive emotions in text data. Key words such as "aku" (I), "kadang" (sometimes), "rasa" (feeling), "iya" (yes), 
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"sedih" (sad), "curhat" (venting), and "khawatir" (worried) highlight the core emotions and thoughts of individuals 

experiencing depression. This combination of stemming, stopword removal, and word cloud visualization provided a 

deeper understanding of the dataset and the unique linguistic characteristics of each emotional category. These steps 

cleaned and standardized the text and revealed valuable insights into the vocabulary associated with different emotions, 

supporting the subsequent feature engineering and model training phases. By leveraging these preprocessing 

techniques, the data cleaning process ensured that the dataset was high-quality and representative of the analyzed 

emotional states. 

3.4. Data Encoding and Vectorizer 

To prepare the cleaned text data for machine learning models, the textual data was converted into numerical features 

using the TF-IDF (Term Frequency-Inverse Document Frequency) vectorizer. TF-IDF is a widely used technique in 

natural language processing (NLP) to represent text data in a way that highlights essential terms while reducing the 

impact of common words that appear across multiple documents [16]. This method ensures that the feature 

representation captures the relevance of terms to specific documents, making it particularly effective for tasks like 

sentiment analysis and emotion detection. For this study, the TF-IDF vectorizer transformed the preprocessed text into 

a numerical matrix, where each row corresponded to a document, as shown in Figure 7 (e.g., a client’s response in 

counseling), and each column represented a term from the vocabulary. 

 

Figure 7. TF*IDF Algorithm 

The values in the matrix indicated the TF-IDF score for each term in the respective document. This numerical 

representation allowed machine learning algorithms like Logistic Regression and Random Forest to process and 

analyze the data effectively. The text preprocessing phase involved stemming, stopword removal, and TF-IDF 

vectorization to enhance emotion classification. Stemming (using the Sastrawi library) standardized words to their root 

forms, reducing redundancy (e.g., "berlari," "lari," and "berlarian" → "lari") [27].  Stopword removal eliminated 

common words ("yang," "dan," "untuk") to improve feature extraction.  Impact Analysis using word clouds confirmed 

that essential emotional indicators were preserved after preprocessing.  TF-IDF Vectorization assigned higher weights 

to emotionally significant words while down-weighting frequent but uninformative words. 

These steps improved model accuracy by ensuring that only relevant terms influenced classification. Future refinements 

may include lemmatization and domain-specific stopword lists for better feature selection. This approach captured the 

semantic meaning of the text, improving the model's ability to differentiate between emotional categories. 

By applying TF-IDF vectorization, the textual data was effectively transformed into a structured format, paving the 

way for accurate and efficient emotion detection in the dataset. This process ensured that the models could capture the 

linguistic nuances of each emotion category, contributing to robust and reliable predictions. 

4. Results and Discussion 

The results of this study demonstrate the effectiveness of machine learning models in detecting emotions from 

counseling conversations, with varying degrees of performance across the four algorithms evaluated. Logistic 

Regression and Random Forest emerged as the most robust models, achieving the highest accuracy and F1 scores, 

attributed to their ability to handle complex patterns and imbalanced datasets effectively. Random Forest, in particular, 

excelled in capturing subtle emotional nuances due to its ensemble learning approach, while Logistic Regression 

offered interpretability, making it valuable for practical applications in counseling settings. Bernoulli Naive Bayes, 

while efficient for binary data, showed limitations in handling the complexity of emotional expressions, whereas the 
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Decision Tree model, though interpretable, faced challenges with overfitting on smaller datasets. The findings 

underscore the importance of feature engineering and dataset quality in emotion detection, as preprocessing steps like 

stemming and stopword removal significantly improved performance across all models. Furthermore, the discussion 

highlights the practical implications of deploying these models in mental health counseling, emphasizing their potential 

to support counselors by providing early insights into clients’ emotional states. These results contribute to advancing 

sentiment analysis applications in mental health and open avenues for integrating multimodal data to enhance predictive 

accuracy in future research. 

4.1. Model and Evaluation  

The classification models were evaluated by comparing the accuracy of four machine learning algorithms: Bernoulli 

Naive Bayes (BernoulliNB), Decision Tree, Logistic Regression, and Random Forest, as visualized in the bar chart. 

The chart illustrates the accuracy scores achieved by each model after hyperparameter tuning to optimize their 

performance on the emotion detection task. Hyperparameter tuning was performed to optimize Bernoulli Naive Bayes, 

Decision Tree, Logistic Regression, and Random Forest models. Key adjustments included Laplace smoothing for 

Naive Bayes, depth and split constraints for Decision Tree and Random Forest, and L1 regularization for Logistic 

Regression. These optimizations aimed to balance bias and variance, enhancing model generalization and predictive 

accuracy. Model Performance and Simulation, as shown in table 1, figure 8 and figure 9 

In the context of emotion detection, evaluation metrics such as accuracy, precision, recall, and F1-score provide deeper 

insights into model performance beyond overall correctness. Random Forest achieved the highest scores across all 

metrics, making it the most reliable model for capturing complex emotional patterns. Logistic Regression followed 

closely, offering competitive performance with the advantage of interpretability. Bernoulli Naive Bayes performed 

well, particularly in balancing precision and recall, making it a good choice for computational efficiency. Decision 

Tree had the lowest scores, indicating limitations in handling nuanced emotional distinctions. These findings suggest 

that Random Forest is the best model for high accuracy, while Logistic Regression remains a strong alternative for 

interpretable applications, depending on the trade-offs required for specific use cases as shown in table 1. 

Table 1. Confusion Matrix Result 

Model Accuracy Precision Recall F1-Score 

BernoulliNB 0.88889 0.891727 0.88889 0.88832 

DecisionTree 0.72486 0.734118 0.72486 0.72745 

LogisticRegression 0.89418 0.898084 0.89418 0.89365 

RandomForest 0.90047 0.900029 0.90047 0.90000 

 

Figure 8. Model and Evaluation 
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Figure 9. Sentiment Analysis Testing 

The Random Forest model outperformed the other models, achieving the highest accuracy of approximately 90%. Its 

strong performance is attributed to its ability to effectively capture complex relationships between features and output 

classes, particularly for datasets with non-linearly separable patterns. The ensemble learning approach, which 

aggregates predictions from multiple decision trees, enhances its robustness and reduces overfitting compared to a 

single Decision Tree. However, Random Forest can be computationally expensive, making it less suitable for real-time 

applications. The Logistic Regression model achieved an accuracy of approximately 89%, slightly lower than Random 

Forest but higher than Bernoulli Naive Bayes and Decision Tree.  

Logistic Regression excels in interpretability and scalability, making it an ideal choice for datasets where linear 

relationships exist between independent and dependent variables. However, its performance may decline when 

handling non-linearly separable data or datasets with highly complex feature interactions.  In contrast, Decision Tree 

(72%) had the lowest accuracy, likely due to overfitting and its limitations in handling high-dimensional text data. 

Decision Trees tend to create highly specific splits, making them less effective in distinguishing overlapping emotions. 

The Emotion Prediction System output in figure 9 showcases how the model classifies different Indonesian text inputs 

into emotional categories. “saya merasa tidak berguna" (I feel useless) → Predicted Emotion: DEPRESSION.  This 

phrase expresses self-worth issues and negative emotions, which are strongly associated with depression. The model 

correctly identifies it as DEPRESSION.  "saya harus semangat" (I have to stay motivated) → Predicted Emotion: 

STRESS. This phrase suggests an attempt to stay positive, but the model interprets it as stress-related, possibly because 

such statements are often used when someone is under pressure or struggling. "Iya, aku akan berjuang" (Yes, I will 

fight/keep going) → Predicted Emotion: HAPPY. The phrase conveys determination and resilience, which could be 

seen as a positive or motivational statement. The model classifies it as HAPPY, assuming it reflects an optimistic 

outlook. "nilaiku jelek" (My grades are bad) → Predicted Emotion: STRESS. Academic performance concerns are a 

common source of stress. The model correctly associates this phrase with STRESS. 

The evaluation of model performance revealed several key insights and trends. Random Forest emerged as the most 

accurate model, followed closely by Logistic Regression. This highlights the effectiveness of ensemble methods in 

text-based classification tasks, as Random Forest leverages multiple decision trees to enhance robustness and reduce 

overfitting. Logistic Regression also performed well, demonstrating its capability to handle complex feature 

interactions effectively. In contrast, the Decision Tree model exhibited relatively lower accuracy, emphasizing its 

limitations when dealing with datasets containing overlapping features or high-dimensional spaces. Despite being a 

simpler algorithm, Bernoulli Naive Bayes performed competitively, reflecting its effectiveness in text classification 

tasks where features are represented in a binary format. This makes it a strong candidate for scenarios requiring efficient 

computations with minimal resource usage. Based on these results, Random Forest is the best-performing model for 

this emotion detection task, offering a strong balance between accuracy and robustness. Logistic Regression also 

demonstrated high accuracy, making it a reliable alternative, especially for tasks that prioritize scalability and 

interpretability. While Bernoulli Naive Bayes may be preferred for real-time applications due to its speed and 

efficiency, Decision Tree’s simplicity and transparency can be beneficial when interpretability is a key requirement. 

These findings underscore the importance of selecting models based on task-specific needs and dataset characteristics 

to achieve optimal results. 
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5. Conclusion 

This study evaluated four machine learning models—Bernoulli Naive Bayes, Decision Tree, Logistic Regression, and 

Random Forest—for emotion detection in mental health counseling conversations. The Random Forest model achieved 

the highest accuracy at 90%, demonstrating its robustness and effectiveness in handling complex feature interactions. 

Logistic Regression followed closely with an accuracy of 89.4%, showcasing its reliability, scalability, and suitability 

for text classification tasks. Bernoulli Naive Bayes performed competitively with an accuracy of 88.89%, excelling in 

computational efficiency and binary feature representation. In contrast, the Decision Tree model had the lowest 

accuracy at 72.49%, highlighting its limitations in handling overlapping features and high-dimensional data. These 

findings align with the challenges discussed in the introduction, emphasizing the need for effective and scalable tools 

in mental health emotion analysis. Random Forest and Logistic Regression demonstrated superior performance in 

accurately classifying key emotions like anxiety, stress, and motivation, which are critical in identifying mental health 

states and guiding interventions. Future studies should focus on integrating machine learning models into chatbots or 

automated counseling systems such as audio recording and transcribe it to improve early emotion detection and 

intervention also exploring cross-lingual embeddings, transfer learning, and language-specific fine-tuning to enhance 

adaptability across diverse languages in mental health counseling and automated interventions. Enhancing models like 

Random Forest and Logistic Regression for real-time applications could increase their effectiveness and accessibility 

in mental health support. 
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