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Abstract 

Determining the priority of handling information and communication technology (ICT) infrastructure in public sector organizations can help 

them take the right actions in maximizing limited budgets, to handle technical maintenance, improve human resource (HR) capabilities and 

governance of ICT infrastructure. The purpose of this research is to develop a decision-making model that is able to determine the priority of 

handling ICT, especially in public sector organizations. Decision support modeling (DSM) with Fuzzy Simple Additive Weighting (Fuzzy SAW) 

method is used to build a computer model that supports decision making in this case. The study consists of four stages, which are an integral part 

of the Fuzzy SAW-based DSM process. These stages include analyzing the case, determining parameters, collecting data and building the model. 

This study produces a Fuzzy SAW-based DSM consisting of 14 parameters, namely governance, number of internet users, number of ICT 

managers, work experience of ICT managers, bandwidth service capacity, router device age, educational background of ICT managers, network 

firewalls, network maintenance, server room availability, Network Attached Storage (NAS) storage devices, neatly organized cable devices, 

adequate electrical resources and internet connection backup networks, to determine the priority ranking of 34 existing alternatives. The final 

result of this research is a Fuzzy SAW-based DSM that is able to provide a priority score for handling ICT infrastructure in Public Sector 

Organizations. The findings in this model show that the parameter weights affect the final score of the model. Thus, the conclusion of this research 

is that the model has been successfully implemented, making a significant contribution in providing guidance on determining accurate ICT 

infrastructure handling for public sector organizations. 

Keywords: Decision Support Model, Fuzzy Simple Additive Weighting, Public Sector Organizations; Priority Scale, Information and Communication 

Technology 

1. Introduction  

The effectiveness of Information and Communication Technology (ICT) is often hampered by many non-technical 

factors that are not prepared by government organizations [1]. Starting from the maturity level of managers, ICT 

hardware, and even maintenance techniques [2]. Currently, public sector organizations have made a number of 

technology integration efforts to improve efficiency, transparency and quality of public services [3]. A robust ICT 

infrastructure is one of the pillars of successful implementation of e-Government and other digital services offered by 

the government [4]. Central level government organizations in carrying out their duties throughout the province are 

represented by the existence of branch offices in each province. This representation is to support the implementation 

of tasks and functions carried out by the Organization. There are 34 branch offices spread throughout the province. The 

implementation of digital transformation is highly dependent on the utilization of ICT. A very vital role to support the 

implementation of the tasks and functions of the organization [5]. The effectiveness of ICT implementation in 

government organizations needs more attention, given its central role in the process of making managerial or other 

decisions. To increase the use of ICT, which will clearly affect the effectiveness of achieving business processes carried 

out by government organizations. The factors that affect effectiveness mention other potential factors that can affect 

the priority of handling ICT, one of which is the effort to maintain the stability and connectivity of the internet network 

is through continuous maintenance of ICT Infrastructure updates [6]. Proper maintenance not only ensures smooth 

service, but also prevents vulnerability to cyber-attacks and other security risks [7]. The implementation of tasks and 
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functions requires adequate handling of ICT infrastructure. But of course, it requires a lot of budgets. Head office 

leaders need comprehensive data-based insights to decide which branch offices are prioritized first for ICT 

infrastructure handling. With such a limited budget, it is necessary to find a method that can determine which branch 

offices need priority for ICT Infrastructure Handling in technical maintenance, improving Human Resources (HR) 

capabilities and governance. 

To overcome this challenge, the use of a decision support model (DSM) can be an effective solution [8]. DSM is a 

method that uses data analysis principles and algorithms to assist decision making. By utilizing DSM, it can process 

fuzzy and non-fuzzy parameters that become decision-making factors into data that has weights and values so that 

decision makers in the Organization can gain a better analytical understanding of which branch office ICT 

Infrastructure handling requires more attention, so that they can allocate budgets, resources and time effectively and 

efficiently. The main objective of this research is to provide priority options for handling ICT infrastructure to branch 

offices. Fuzzy SAW method was chosen because of its ability to handle qualitative and quantitative data. When the 

assessment of criteria cannot be expressed with certainty, fuzzy methods can overcome uncertainty and the method is 

simpler so that the calculation process is faster than using the AHP and TOPSIS methods [9], [10]. Furthermore, SAW 

is used to produce a final judgment by summing up the predetermined weights for each criterion. [11]. After that the 

results of the calculation are ranked with the aim of getting the highest priority. So that the data generated by this model 

can be a reference for the head of the head office in allocating the budget effectively and efficiently and on target. 

Then the selection of parameters in the model is based on empirical research and practical considerations. The level of 

governance maturity is one of the important factors [12], as it reflects the extent to which the organization is able to 

manage resources effectively and anticipate challenges that may arise. In addition, network maintenance is another 

important factor because it is directly related to the sustainability and reliability of the system. Research [13]  shows 

that poor maintenance causes frequent disruptions, longer downtime, and potentially significant financial losses for 

organizations due to decreased productivity. 

Several studies have been conducted in decision making with different topics. In research [14] developed Fuzzy SAW-

based DSM  to design a decision support system to determine the best employee. Where the decision results are taken 

from the best score value. While the difference with this study, the priority of handling ICT infrastructure actually 

prioritizes the worst value of the existing condition of ICT. So that support is given so that it can increase to an adequate 

condition. Furthermore, in the second study [15] the research used a fuzzy multi-criteria method (MCDM) for 

optimizing asset maintenance priorities. This model also uses type-2 fuzzy AHP which is based on pairwise 

comparisons used to measure criteria weights and shows a 10% tolerance for inconsistent assessments. Then research 

[16], Decision Making Model combines TOPSIS and SAW methods to Secure IoT devices in Smart Industries. 

Simulation results show that the proposed model achieves an increased success rate of 85%. Furthermore, in research 

[17], Decision support system in determining the priority of disaster mitigation infrastructure development at the village 

level using SAW method. Based on the results of the analysis using the SAW method, it shows that the priority of 

infrastructure development is the village of Inderapura Selatan with a priority value of 10. The results showed that the 

SAW method has simple and few calculations. Therefore, the SAW method is suitable for use in the decision-making 

process, especially with predetermined criteria weights and rating scales, and ease of application is its main advantage.  

Finally, there is research with a similar topic, conducted by researchers [18], by adopting Fuzzy AHP to evaluate the 

performance of ICT centers. This study concluded that the important criteria for Telecenter evaluation in this study are 

based on several factors, such as general training, specialized training, cultural services, social services, government 

services, and other services. Based on Fuzzy AHP analysis, it was found that general training and cultural services are 

the most significant criteria in evaluating Telecenter performance.  

In contrast to previous studies, this research combines two different aspects, namely the evaluation of HR capabilities 

and the hardware asset aspect of ICT devices, so it is not only reviewed from one side. In addition, there is no research 

that discusses the priority of handling ICT infrastructure in government agencies, so this is a new step that contributes 

to enriching the literature. 
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2. The Proposed Method 

2.1. DSM 

From the literature study conducted [19], DSM is a method designed to support the decision-making process that can 

be modified by providing relevant information, assessments, or recommendations. DSM can help a modeler make the 

right decision in situations that have many choices. As stated by [20], defining DSM  as a system designed to guide 

decision makers in situations that are not fully structured by integrating data, model structures, and human thinking 

logic. According to [21] the model in DSM  is a replica of reality presented with the number of parameters and the 

values and rules attached to it. Then from research [22] explains that DSM  applies a series of techniques and tools, 

including data mining, knowledge-based systems, and artificial intelligence, to provide the best alternatives or 

suggestions in a variety of business or organizational contexts. Thus, designing and implementing decision support 

models is essential to help entities or individuals overcome challenges and uncertainties when making decisions. 

Although it can provide decision alternatives, DSM itself is not intended to take over the decision-making process to 

be automated. Instead, it provides the decision maker with an interactive model that can generate a variety of decision 

analyses. 

2.2. SAW 

The SAW method is an approach to decision making that is used to evaluate and select the most optimal alternative 

from a number of predetermined criteria. In this method, each criterion has a certain weight that reflects its level of 

importance. Each alternative is rated on each criterion, multiplied by its weight, and the results are summed to get a 

total value that reflects the relative performance of each alternative. The alternative with the highest total value is 

considered the best alternative [23]. Described in research [24] the SAW method is also known as the weighted sum 

method. The basic concept of the SAW method is to find the weighted sum of the performance ratings on each 

alternative from all attributes with the steps of the SAW method as follows: For the first step, a decision matrix Z of 

size 𝑚 × 𝑛 is created, where 𝑚 are alternatives, and 𝑛 are criteria. Then given the x value of each alternative (i) on each 

criterion (j) that has been determined, where, i = 1,2, ... m and j = 1,2, ... n in the Z decision matrix. Where 𝑍 = decision 

matrix 𝑥𝑖𝑗 = alternative value against criteria, i = alternative, j = criteria as in (1) The next step is given the value of the 

preference weight (W) on each criterion that has been determined, by the decision maker where: j = criteria as in (2) 

𝒁 = [

𝑥11 𝑥12 𝑥1𝑗

⋮ ⋮ ⋮
𝑥𝑖1 𝑥𝑖2 𝑥𝑖𝑗

] (1) 

W = [W1 W2 W3… Wj] (2) 

After that, normalize the decision matrix (Z) by calculating 𝑟𝑖𝑗 (normalised performance rating value) of 𝐴𝑖 

(alternative) on the attribute. The SAW method recognises the existence of 2 (two) attributes, namely benefit criteria 

and cost criteria. Which if benefit means the largest value is the best and cost means if the smallest value is the best. 

Can be seen with (3), with 𝑟𝑖𝑗 referring to the normalized performance rating. Here, ‘i’ represents alternatives while ‘j’ 

represents attributes. ‘Xij’ signifies the specific value of the i-th alternative on the j-th attribute. In such data sets, ‘Max 

Xij’ is the highest value that can be found for Xij, while ‘Min Xij’ is the lowest value. After getting the normalized 

performance rating or 𝑟𝑖𝑗, the normalized performance rating result value (r𝑖𝑗) forms a normalized matrix (N) as in (4). 

rij= { 
 

Xij

MaxiXij

MiniXij

Xij

 } 
if j is cost

if j is benefit
 (3) 

𝑵 = [

𝑟11 𝑟12 𝑟1𝑗

⋮ ⋱ ⋮
𝑟𝑖1 𝑟𝑖2 𝑟𝑖𝑗

] (4) 

Furthermore, the assessment process is carried out by multiplying the normalised matrix (N) by the preference weight 

value (W). Then, a preference value is given for each alternative (𝑉𝑖) by summing the product of the normalised matrix 
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(N) with the preference weight value (W). where 𝑉𝑖 = preference value for each alternative, 𝑊𝑗 = preference weight 

𝑟𝑖𝑗 = normalised matrix performance rating. A greater 𝑉𝑖 value indicates that alternative 𝐴𝑖 is the best alternative (5). 

vi = ∑ wirij

n

j=1

 (5) 

2.3. Fuzzy SAW 

Fuzzy set is a set whose members have certain degrees of membership determined by a certain membership function 

or also called a characteristic function. This model is based on the generalization of the concept of a classic set and its 

characteristic function, namely by only taking the value 0 or 1 [24]. The combined fuzzy SAW method was developed 

from a combination of SAW and fuzzy logic as an analytical method. The difference is the application to the value of 

the comparison matrix, represented by the 3 alphabets a, b, c called triangular fuzzy numbers (TFNs).  

In applications, it is often easier to work with (TFNs) due to their computational simplicity, and are useful in 

representing and processing information in fuzzy environments [25]. TFNs can be defined as a triplet (a, b, c) where a 

≤ b ≤ c, with variable a being the bottom (lowest) value, variable b being the middle value and variable c being the top. 

TFNs in the SAW method is a series of patterned actions used to minimize uncertainty in the SAW scale in the form 

of crisp values, by fuzzing the SAW scale so that a new scale is obtained, namely the F-SAW scale. The steps for 

completing the Fuzzy SAW method are as follows [26], In the evaluation process, the experts gave an assessment rating 

of the criteria in the form of linguistic variables as in table 1. 

Table 1. Fuzzy Numbers and linguistic variables 

Linguistic Variable Code Fuzzy Number 

Very Low VL (0.0, 0.0, 0.1) 

Low L (0.0, 0.1, 0.3) 

Medium Low ML (0.1, 0.3, 0.5) 

Medium M (0.3, 0.5, 0.7) 

Medium High MH (0.5, 0.7, 0.9) 

High H (0.7, 0.9, 1.0) 

Very High VH (0.9, 1.0, 1.0) 

Each criterion is rated using terms that describe the level of suitability, such as ‘very poor’, ‘poor’, ‘fair’, ‘good’, and 

‘excellent’. The next step is to convert the judgements in the suitability rating table into fuzzy numbers. This conversion 

process aims to convert linguistic variables into numerical values that can be used in further analysis. Then to determine 

the weight value (W), according to (2), calculate the average value of fuzzy numbers, defuzzification values, and 

normalized weights of each criterion. In determining the value of W is to calculate the average value of fuzzy numbers, 

using (6). where 𝐴𝑗𝑘 = average value of fuzzy numbers, 𝑓 j k n = fuzzy numbers for each criterion in each alternative 

and 𝑛, m = number of numbers in TFNs. The next step is to calculate the defuzzification value 𝑎 = smallest fuzzy 

number, 𝑏 = middle fuzzy number, 𝑐 = largest fuzzy number 3 = number of fuzzy numbers using (7). To calculate the 

normalised weight using the where 𝑊𝑖= weight for criterion i, 𝑒𝑖 = defuzzification value of criterion i as (8). 

Ajk =
(fj1

k fj2
k …fjn

k )

n
 ; j =1,2,..m; k=1,2..n; (6) 

𝑒 =
(𝑎 + 𝑏 + 𝑐)

3
 (7) 

𝑊𝑖 =
𝑒𝑖

∑ 𝑒𝑖𝑛
𝑖=1

 (8) 
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Furthermore, the preference value for each alternative (𝑉𝑖) is determined by summing up the product of the normalised 

matrix (N) with the preference weight value (W) according to (5). Then, the final value becomes the rank order to be 

chosen as the best alternative decision. 

3. Methodology 

3.1. Algoritm Model 

The model algorithm illustrates each important step in the evaluation and calculation process, from parameter and 

weight inputs, data transformation, to SAW calculations that result in the final evaluation. This diagram provides a 

clear visual guide on how the Fuzzy SAW-based DSM method is applied in the research context to assess alternatives 

based on certain parameters [27]. Furthermore, collecting data from experts through questionnaires to obtain an 

assessment of the weight of each parameter [28]. The experts were selected based on their positions as Head of Data 

Division and Information System Development and ICT Experts of the company. The assessment obtained from the 

expert questionnaire is then used to calculate the parameter weights using the Fuzzy SAW method. The results of the 

parameter weight calculation are stored for use in the next stage. Data collection was carried out by questionnaire 

method to each ICT manager in 34 branch offices. with 100% response from ICT managers in each branch. The 

questionnaire has been tested for reliability using the data validation method with results that reflect the condition of 

the entire organization in accordance with field conditions. 

 

Figure 1. Algorithm Model 
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 MOThe SAW method recognizes the existence of 2 (two) properties, namely benefit and cost. Which if benefit means 

the largest value is selected and cost means if the smallest value is selected to be prioritized. The filled data is further 

processed by classifying the nature of each data, whether as “Cost” or “Benefit” and also checking whether the input 

data is numeric or linguistic. If the data is not numerical, then a transformation from linguistic data to numerical values 

is performed using Boolean logic and expert judgment values. Linguistic data is converted into numerical values based 

on Boolean logic and expert judgment. As in example P8, in the parameter data, there is a choice of data worth There 

is a Firewall and There is No Firewall. The Boolean Value assignment on the data There is a Firewall is given a 

numerical value of 1, and otherwise it is given a numerical value of 0. After the data is in numerical form, the system 

will check whether the parameter is cost or benefit. If the parameter is cost, the parameter value is calculated by the 

formula: Nth Parameter Value = i-th Parameter Value/Lowest Parameter Value, where i is the branch office and n is 

the cost parameter. If the parameter is a benefit, the parameter value is calculated by the formula: Nth Parameter Value 

= Largest Parameter Value / Ith Parameter Value, where i is the branch office and n is the benefit parameter. Then the 

next step, from the SAW calculation results, each parameter is multiplied by the parameter weight. The results of this 

final calculation are then used to determine the ranking of each branch office. The calculation process is complete and 

the final result in the form of a ranking of each branch office can be used for decision making. The model algorithm is 

presented in figure 1. 

3.2. Parameterizing 

The Fuzzy SAW method in its process requires parameters that will be used as calculations for the process of 

determining the priority scale for handling ICT Infrastructure. Each parameter is given a certain code to make it easier 

to identify and process. In this study, there are fourteen parameters that need to be described as shown in table 2. 

Table 2. Parameters 

Parameters Code Parameters Code 

Information security maturity score P1 Network Firewall P8 

Number of Internet Users P2 Network Maintenance P9 

Number of ICT Managers P3 Server Room Availability P10 

ICT Manager Work Experience P4 NAS Storage Device P11 

Bandwidth Service Capacity P5 Well-organised Cable Device P12 

Age of Router Device P6 Adequate Electrical Power Source P13 

Educational Background of ICT Manager P7 Backup Network Internet Connection P14 

3.3. Data Sets 

The dataset used in this study was collected by distributing online questionnaires using the Google Forms platform to 

obtain the results of identifying the condition of the ICT infrastructure of each branch office. The data collected was 

filled in by all branch office ICT managers. A total of 34 branch offices each have diverse conditions of 14 parameters. 

The collected data is presented in table 3 (here mentioned 6 six branch office examples of 34). 

Table 3. Alternatives and parameters dataset 

Alter. P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 

A1 27 180 1 4 250 8 3 0 1 1 1 5 2 0 

A2 44 150 2 3 600 8 5 0 3 1 1 5 4 1 

A3 29 100 1 5 520 5 5 0 2 1 0 3 5 1 

… … … … … … … … … ... … … … … … 

A32 58 178 1 13 50 3 5 0 3 1 1 5 4 0 

A33 53 186 2 4 250 2 5 0 3 1 1 5 2 0 
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A34 49 275 1 2 150 2 5 1 3 1 0 5 3 1 

3.4. Fuzzy Saw-based DSM Construction 

Based on the stages of the model algorithm, the first step is done first by giving the weight of the level of importance 

to each parameter calculated using the Likert scale expert judgment method. This process involves the judgment of 

five experts who assign importance values to each parameter that has been determined. The experts used a linguistic 

variable scale consisting of seven levels: Very Low (VL) with range (0.0.0.1), Low (L) with range (0.0.1.0.3), Medium 

Low (ML) with range (0.1.0.3.0.5), Medium (M) with range (0.3. 0.5.0.7), Medium High (MH) with range (0.5.0.7.0.9), 

High (H) with range (0.7.0.9.1), and Very High (VH) with range (0.9.1.1). Membership Function (MF) of TFN 

parameter importance ranges from 0.0 to 1. On the graph, each line is triangular or trapezoidal, which shows how a 

particular input value has a degree of membership in a category as presented in figure 2. 

Then based on the results of interviews conducted with five experts using a Likert scale, the parameter ratings are 

shown in table 4. The interview process involved assessments from experts who have in-depth expertise and experience 

in fields relevant to this research. It aims to evaluate various important aspects of these parameters. Each parameter, 

ranging from P1 to P14, reflects important aspects of the ICT infrastructure. Based on expert judgment, these 

parameters were prioritized for analysis in further research. For example, for parameter P1 possibly related to 

infrastructure accessibility, all experts gave it a rating of VH (very important), indicating collective agreement on its 

priority.  

 

Figure 2. Membership function TFN parameter importance 

After obtaining the parameter weight value, the next step is to process the parameter data based on the conditions at 34 

branch offices. To facilitate the presentation of data, it is necessary to code each alternative at the branch office. This 

also helps in avoiding errors and confusion that might occur if only using regional names. The following provides the 

codification of branch offices across all provinces in Indonesia (ranging from A1 to A34). The specific names of the 

branch offices are withheld for confidentiality reasons. 

Table 4. Rating parameters with linguistic variables 

Parameters 
Experts 

Parameters 
Experts 

E1 E2 E3 E4 E5 E1 E2 E3 E4 E5 

P1 VH VH VH VH VH P8 VH M VH VH H 

P2 H ML VH MH MH P9 H MH VH VH VH 

P3 MH H VH VH VH P10 VH M VH H H 

P4 H H VH MH H P11 VH M H H MH 

P5 H MH MH H H P12 H H VH VH H 

P6 H M VH H H P13 H MH VH VH VH 

P7 VH M H VH VH P14 VH ML VH VH H 
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4. Results and Discussion 

4.1. Fuzzy Saw-based DSM Construction Result 

The first stage carried out in the Fuzzy Saw-based DSM calculation process is to calculate the weight of each parameter. 

With reference to table 2, parameter weights are obtained from the results of a Likert scale questionnaire to experts. 

Then the linguistic data is translated into TFNs as shown in Table 6. This conversion is important to convert qualitative 

data into quantitative data that can be further processed in mathematical analysis. The parameter weights are obtained 

through a systematic process starting with the determination of the initial weights based on expert judgment which then 

calculates the average fuzzy score of the assessment results represented by TFN. After that, a defuzzification process 

is carried out to convert the fuzzy numbers into crisp or firm values, which represent the concrete weights of each 

parameter. The last stage is normalization, where the calculated weights are converted into a certain scale (usually 

between 0 to 1) to make the results more measurable and relevant. With the parameter weights that have been obtained 

through this process, the results are more stable and ready to be used in statistical analysis or decision-making. This 

process ensures that each parameter under consideration is properly weighted based on its relative contribution, 

resulting in more accurate and data-driven conclusions or decisions. 

With reference to table 5, the fuzzy decision matrix shown in table 6 can be calculated. This matrix presents the experts' 

assessments of various parameters using TFNs values. Each parameter is rated by five experts (E1, E2, E3, E4, and 

E5), and each rating is given in the form of triplets representing the minimum value, probable value, and maximum 

value (TFN). For example, for parameter P1, all experts gave consistent ratings with triplets (0.9, 1, 1). On the other 

hand, parameter P2 showed greater variation in the experts' ratings, with E1 and E3 giving high values (0.9, 1, 1), while 

E2 gave lower values (0.1, 0.3, 0.5). Other parameters such as P3 and P4 also show variations in expert judgment. For 

example, P3 had high scores from most experts, while P4 showed more varied assessments with scores ranging from 

(0.5, 0.7, 0.9) to (0.9, 1, 1). The process of converting the experts' judgments into TFN form allows the integration of 

multiple perspectives and accommodates the uncertainty in their judgments. 

Table 5. Linguistic variables and fuzzy numbers 

Linguistic Variable Code Fuzzy Number 

Very Low VL (0.0, 0.0, 0.1) 

Low L (0.0, 0.1, 0.3) 

Medium Low ML (0.1, 0.3, 0.5) 

Medium M (0.3, 0.5, 0.7) 

Medium High MH (0.5, 0.7, 0.9) 

High H (0.7, 0.9, 1.0) 

Very High VH (0.9, 1.0, 1.0) 

Table 6. TFNs parameter matrix 

Par. 
Experts 

E1 E2 E3 E4 E5 

P1 (0.9 1.0 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) 

P2 (0.7 0.9 1.0) (0.1 0.3 0.5) (0.9 1.0 1.0) (0.5 0.7 0.9) (0.5 0.7 0.9) 

P3 (0.5 0.7 0.9) (0.7 0.9 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) 

P4 (0.7 0.9 1.0) (0.7 0.9 1.0) (0.9 1.0 1.0) (0.5 0.7 0.9) (0.7 0.9 1.0) 

P5 (0.7 0.9 1.0) (0.5 0.7 0.9) (0.5 0.7 0.9) (0.7 0.9 1.0) (0.7 0.9 1.0) 

P6 (0.7 0.9 1.0) (0.3 0.5 0.7) (0.9 1.0 1.0) (0.7 0.9 1.0) (0.7 0.9 1.0) 

P7 (0.9 1.0 1.0) (0.3 0.5 0.7) (0.7 0.9 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) 
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P8 (0.9 1.0 1.0) (0.3 0.5 0.7) (0.9 1.0 1.0) (0.9 1.0 1.0) (0.7 0.9 1.0) 

P9 (0.7 0.9 1.0) (0.5 0.7 0.9) (0.9 1.0 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) 

P10 (0.9 1.0 1.0) (0.3 0.5 0.7) (0.9 1.0 1.0) (0.7 0.9 1.0) (0.7 0.9 1.0) 

P11 (0.9 1.0 1.0) (0.3 0.5 0.7) (0.7 0.9 1.0) (0.7 0.9 1.0) (0.5 0.7 0.9) 

P12 (0.7 0.9 1.0) (0.7 0.9 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) (0.7 0.9 1.0) 

P13 (0.7 0.9 1.0) (0.5 0.7 0.9) (0.9 1.0 1.0) (0.9 1.0 1.0) (0.9 1.0 1.0) 

P14 (0.9 1.0 1.0) (0.1 0.3 0.5) (0.9 1.0 1.0) (0.9 1.0 1.0) (0.7 0.9 1.0) 

From the results of the parameter matrix, it can be seen that the evaluation results from each expert have a range of 

fuzzification values ranging from 0.1 to 1. Then for each parameter, the average fuzzy score value is calculated 

according to equation (6). An example of the results of calculating the average value of the fuzzy score on P1 gives the 

results (0.9, 1 and 1). Similar calculations are applied to all other parameters, from P1 to P4. After obtaining the 

defuzzification value of each parameter, the next step is normalization on each parameter from P1 to P14 using equation 

(8). This normalization aims to convert various parameter values into the same scale, so that they can be compared 

directly and more easily analyzed. The results of the normalization calculation on P1 obtained a value of 0.082, namely 

by dividing the defuzzification value of each parameter by the total defuzzification value. for the weight results on each 

parameter can be seen in table 7. 

Table 7. Parameter weight 

Code Average fuzzy Scores (Ajk) Defuzzied value (e) Normalized Weight (Wj) 

P1 0.90 1.00 1.00 0.967 0.082 

P2 0.54 0.72 0.86 0.707 0.060 

P3 0.78 0.92 0.98 0.893 0.075 

P4 0.70 0.88 0.98 0.853 0.072 

P5 0.62 0.82 0.96 0.800 0.067 

P6 0.66 0.84 0.94 0.813 0.069 

P7 0.74 0.88 0.94 0.853 0.072 

P8 0.74 0.88 0.94 0.853 0.072 

P9 0.78 0.92 0.98 0.893 0.075 

P10 0.70 0.86 0.94 0.833 0.070 

P11 0.62 0.80 0.92 0.780 0.066 

P12 0.78 0.94 1.00 0.907 0.076 

P13 0.78 0.92 0.98 0.893 0.075 

P14 0.70 0.84 0.90 0.813 0.069 

Next, from the numerical values of the parameters, the SAW algorithm equation (3) is calculated. For example, A1 

results in SAW value P1 of 0.111 P2 0.040 P3 0.5 and so on until P14. This calculation process is done for each 

alternative. The results of the SAW algorithm calculation on each alternative can be seen in table 8 (only 6 out of the 

34 branch offices are mentioned here as examples).  

Table 8. SAW Algorithm calculation results 

Alter. P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 

A1 0.111 0.604 1.000 0.500 0.040 1.000 1.000 1.000 1.000 0.000 0.000 0.200 0.500 1.000 

A2 0.068 0.503 0.500 0.667 0.017 0.027 0.600 1.000 0.333 0.000 0.000 0.200 0.250 0.000 

A3 0.103 0.336 1.000 0.400 0.019 0.017 0.600 1.000 0.500 0.000 1.000 0.333 0.200 0.000 

… … … … … … … … … … … … … … …. 

A32 0.052 0.597 1.000 0.154 0.200 0.010 0.600 1.000 0.333 0.000 0.000 0.200 0.250 1.000 
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A33 0.057 0.624 0.500 0.500 0.040 0.007 0.600 1.000 0.333 0.000 0.000 0.200 0.500 1.000 

A34 0.061 0.923 1.000 1.000 0.067 0.007 0.600 0.000 0.333 0.000 1.000 0.200 0.333 0.000 

Then the next step, from the SAW calculation results, each parameter is multiplied by the parameter weight according 

to equation (5). This calculation process begins by multiplying the value of each parameter of the alternative by the 

parameter weight. For example, for alternative A1, the value of parameter P1 is 0.111, which is then multiplied by the 

weight of P1 of 0.082, resulting in a value of 0.009102. This process is repeated for each parameter and alternative. 

After all parameter values are multiplied by their weights, the next step is to add up all the multiplied values to get a 

total value for each alternative. This total value is an aggregate that reflects the overall score of each alternative based 

on all parameters that have been taken into account. For example, the total value for alternative A1 is 0.591 which 

shows the cumulative score of the alternative. The final score results for A1 to A34 are shown in table 9 (here mentioned 

only six examples). 

Table 9. Weight multiplication result with SAW algorithm 

Alter. P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 
Total 

Score 

Weight 0.082 0.060 0.075 0.072 0.072 0.069 0.072 0.072 0.075 0.070 0.066 0.076 0.075 0.069 1.000 

A1 0.111 0.385 1.000 1.000 0.040 1.000 1.000 1.000 1.000 0.000 0.000 0.200 0.500 1.000 0.591 

A2 0.068 0.923 0.500 0.500 0.017 0.027 0.600 1.000 0.333 0.000 0.000 0.200 0.250 0.000 0.312 

A3 0.103 0.800 1.000 1.000 0.019 0.017 0.600 1.000 0.500 0.000 1.000 0.333 0.200 0.000 0.465 

… … … … … … … … … … … … … … … … 

A32 0.052 0.077 1.000 1.000 0.200 0.010 0.600 1.000 0.333 0.000 0.000 0.200 0.250 1.000 0.414 

A33 0.057 0.385 0.500 0.500 0.040 0.007 0.600 1.000 0.333 0.000 0.000 0.200 0.500 1.000 0.366 

A34 0.061 0.231 1.000 1.000 0.067 0.007 0.600 0.000 0.333 0.000 1.000 0.200 0.333 0.000 0.346 

Furthermore, the final value for each alternative that has been calculated is sorted to determine the priority ranking for 

handling ICT infrastructure at branch offices. Thus, it allows decision makers to identify which branch offices need 

more attention for resource allocation, training planning, HR coaching, maintenance and development of strategies to 

improve the quality of ICT services at each branch office. The final score ranking of each branch office can be seen in 

table 10. 

Table 10. Priority ranking score results 

Alternative Code Score Rank Alternative Code Score Rank 

A1 0.591 1 A25 0.402 18 

A18 0.534 2 A17 0.395 19 

A9 0.531 3 A33 0.366 20 

A23 0.507 4 A16 0.359 21 

A24 0.479 5 A34 0.346 22 

A5 0.476 6 A7 0.344 23 

A6 0.474 7 A21 0.340 24 

A3 0.465 8 A11 0.314 25 

A30 0.460 9 A2 0.312 26 

A27 0.442 10 A4 0.302 27 

A14 0.431 11 A10 0.296 28 

A22 0.426 12 A28 0.280 29 

A15 0.424 13 A12 0.245 30 
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A32 0.414 14 A26 0.233 31 

A29 0.410 15 A8 0.220 32 

A31 0.409 16 A19 0.219 33 

A13 0.405 17 A20 0.218 34 

From table 10 it can be seen that the first priority in handling ICT infrastructure is the A1 with a priority score of 0.591. 

This shows that the A1 is considered the most urgent area for handling ICT infrastructure, according to the parameter 

assessment that has been done. Then the second priority is the A18 with a priority score of 0.534 and the third priority 

is the A9 with a priority score of 0.531 So then the handling of ICT infrastructure is carried out at each priority order 

of each branch office. 

4.1.1. Sensitivity Analysis 

This sensitivity analysis aims to explore how changes in the values of the parameters in the model can affect the ranking 

results. The model consists of several parameters whose weights are assigned according to their respective importance 

levels as explained in chapter 3.4. In this analysis, we tested changing the cost/benefit values and weights of parameters 

P8 and P11 that have an impact on the ranking. In parameters P8 and P11, the cost value was changed to benefit, and 

the weight of P8 of 0.075 was replaced with the weight of P11 of 0.66. The end result shows a change in ranking, where 

the first rank originally occupied by A1 changed to A5 with a score of 0.617, while the second rank originally A18 

changed to A1 with a score of 0.594. This confirms that input changes can affect the rise and fall of rankings in the 

Fuzzy SAW-based DSM model. 

4.1.2. Model Validation 

Model validation is carried out by comparing the model with field conditions (real) using equation (9) There are two 

aspects of concern in the validation stage. First, comparing the number of parameters used in the model with those 

applicable in the field and their values. Second, comparing the final results produced by the model with the field 

conditions. Then, the same scoring system as the verification process will be applied, where if the two results match, 

it is worth 1. Whereas if they do not match, it is worth 0. For the validation result of each parameter from P1 to P14, it 

is displayed with a column indicating whether the parameter matches the model and real data. All parameters (P1 to 

P14) received a check mark in the Model and Real columns, indicating that each parameter in the model matches the 

real data. The verification value (VaTi) for each parameter is 1.0, indicating a full fit between the model and the real 

data. The average verification value (Va) of all parameters is 1.0, indicating that the developed model is highly accurate 

and fully matches the real data. As presented in table 11. 

Va =
∑ VaTin

1

n
 (9) 

Table 5. Model validation 

Parameter Model Real VaTi 

P1   1.0 

P2   1.0 

P3   1.0 

P4   1.0 

P5   1.0 

P6   1.0 

P7   1.0 

P8   1.0 

P9   1.0 

P10   1.0 

P11   1.0 

P12   1.0 
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P13   1.0 

P14   1.0 

Va 1.0 

4.2. Discussion of Results 

The results of this study make an academic contribution by offering a method that can be applied by government 

agencies in determining the priority scale for handling ICT infrastructure based on an evaluation of the condition of 

ICT devices and also the condition of existing ICT human resources. This aims to assist organizational leaders in 

making the right, fair, effective, and efficient decisions in determining which branch offices are more deserving of 

support from the head office. The handling includes maintenance/replacement of ICT devices, ICT HR training, 

addition of ICT management personnel, improvement of governance and others related to handling ICT infrastructure. 

This research has several limitations on the scope and dataset used. The scope of this research is on central government 

branch offices in the province with datasets using current year data. In the coming years, it is possible that the dataset 

will change, so it is necessary to update the dataset to utilize the results of this research in the coming years. Changes 

in government policy can also affect the results of this study, so it is necessary to update it regularly. In addition, this 

research also has the potential to be expanded in other fields, such as office building maintenance priorities, operational 

vehicle maintenance priorities, and other maintenance that has many decision options so that it requires the help of a 

DSM to help and facilitate top management in determining the best decision from existing alternatives. 

5. Conclusion 

In the research that has been conducted, conclusions are obtained based on the research objectives, namely identifying 

14 parameters used to determine the priority of handling ICT infrastructure, namely governance scores, number of 

internet users, number of ICT managers, work experience of ICT managers, bandwidth service capacity, age of router 

devices, educational background of ICT managers, network firewalls, network maintenance, availability of server 

rooms, Network Attached Storage (NAS) storage devices, neatly arranged cable devices, adequate electrical resources, 

backup network internet connections. which were previously handled by conventional methods and have not covered 

the environmental aspects of the public sector in detail. There is a process of grouping parameter data on each aspect, 

where the SAW method recognizes the existence of 2 characteristics, namely benefit criteria and cost criteria. Where 

if benefit means the largest value is chosen and cost means if the smallest value is chosen. 

This research successfully designed a decision support model that is useful for helping the head office of public sector 

organizations in determining the priority of handling ICT infrastructure at 34 branch offices using the Fuzzy SAW 

method. The results of the Fuzzy SAW calculation show the priority ranking of each branch office. Therefore, it is 

concluded that the Fuzzy SAW method can be used to produce calculations of ICT infrastructure handling priorities 

for public sector branch offices. The final result of the model is, alternative A1 is ranked 1 with a priority value of 

0.591, so alternative A1 deserves the first priority in handling ICT infrastructure. Likewise, for the next priority ranking. 

In addition, by using Fuzzy Saw-based DSM, organizations can gain actionable insights and enable them to make 

informed, effective and efficient decisions in optimizing limited budgets in providing support, maintenance and 

additional resources for branch offices as well as identifying areas that need improvement. Fuzzy Saw-based DSM 

serves as an invaluable tool to assist decision-making in improving the productivity and effectiveness of public sector 

organizations' ICT infrastructure handling priorities. In summary, this research provides a comprehensive guide to 

understanding the influential parameters in determining the prioritization scale. 

While this research offers valuable insights for assessing as well as productivity and effectiveness of ICT infrastructure 

handling priorities of public sector organizations, there are limitations as it adapts to the conditions at the time of the 

research year. In the future, it is possible that there will be changes in government policies so that this research can be 

updated. This research can be continued for other fields such as: Priority Maintenance of Office Buildings, Priority 

Improvement of Disaster Emergency Response Capabilities, Priority Provision of Legal Service Assistance and others. 
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