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Abstract 

The rapid advancement of technology has unified systems, data storage, applications, and operations, providing continuous services to 

organizations. However, this integration also introduces new vulnerabilities, particularly the risk of cyber-attacks. Malware and digital piracy 

pose significant threats to data security, with the potential to compromise sensitive information, leading to severe financial and reputational 

damage. This study aims to develop an effective method for detecting malware-infected files on storage devices within the Internet of Things 

(IoT) environment. The proposed approach utilizes a stacked regression ensemble for data pre-processing and the Sea Lion Optimization 

Algorithm (sLOA) to extract salient features, enhancing the classification process. Using malware data from an intrusion detection dataset, an 

ensemble classification technique is applied to identify malicious infections. The experimental results demonstrate that the proposed method 

achieved an accuracy of 98%, a precision of 99.6%, a recall of 96%, and an F-measure of 95% by the final iteration, significantly outperforming 

existing techniques in addressing cyber-security challenges within IoT systems.  
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1. Introduction  

These objects are equipped with sensors, electronic chips, and various technologies. International identification of each 

device is facilitated using Radio Frequency Identifier (RFID) tags. These intelligent devices can be remotely controlled 

and monitored, enabling interaction with other nodes within the network [1]. IoT allows a wide range of intelligent 

physical things, service sectors, cloud platforms, and connected apps. IBM predicts a surge in the number of internet-

connected devices, estimating that it will reach 50 billion by 2020.  

The proliferation of smart devices is expected to result in an expanded network of communication and a significant 

increase in the volume of data exchange facilitated by cloud infrastructure [2]. The applications of IoT-enabled 

solutions are diverse, spanning the creation of educational systems, smart cities, e-banking, e-shopping platforms, 

entertainment setups, human safety measures, industrial operations, health maintenance, and more [3]. However, the 

constant connectivity of IoT devices also poses security challenges, making them susceptible to open attacks.  

The industrial IoT-cloud, in particular, becomes a target for malware infections, posing a threat to security. Another 

concern is software piracy, where illicit use of source codes from existing software is employed to create versions that 

appear original. This unauthorized duplication is achieved through reverse engineering processes, allowing individuals 

to replicate the logic of the original software in a different source code [4] and [5]. 

In order to detect stolen source code in pirated software, and sophisticated software plagiarism approaches are 

necessary [6]. Clone identification, source code resemblance identification, software flaw investigation, and software 

birthmark inquiry are some of the plagiarisms checking approaches are presented. Structural and text-based evaluation 
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are the most common strategies used [6]. The structure-based approach looks at the fundamental structure of source 

codes, syntax trees, graph behavior, and subroutine function call graphs.  As a result, it is restricted to a single 

programming language framework. As a result, if a cracker overuses the logic of the source program in a diverse 

programming language, it is difficult to detect owing to the differences in structural behavior [7]. Creating advanced 

software for detecting plagiarism and malware, industrial IoT cloud services can be employed to ensure the security of 

smart devices. With the proliferation of IoT networks, malicious attacks are becoming more prevalent [8]. Malware 

threats are often crafted to compromise the privacy of IoT nodes, computers, and smartphones connected to the internet. 

Numerous scanning strategies, primarily based on specific signatures, have been developed to identify malware 

targeting Windows systems. Two fundamental methodologies for malware recognition include dynamic and static 

techniques [9]. 

In the dynamic approach, malware patterns are learned in real-time as the code executes within a virtual space. 

Analyzing function calls, function parameters, data flow, instruction traces, and visually inspecting code can all unveil 

malicious activity [10]. Automated web tools are available for studying the dynamic behavior of harmful code. As a 

result, these innovative approaches contribute to the enhancement of security measures in the face of escalating 

cybersecurity threats in the expanding realm of IoT networks. Anubis, CW Sandbox, and the TT Analyzer, for example. 

Because every dynamic behavior of source code must be monitored, this technique takes longer. Static malware 

investigational approaches do not necessitate the execution of source code in real time. It might be used to acquire 

malware binaries' structural framework [11]. 

Opcode frequency, control flowgraph, string signature, and n-gram are static signature-based malware detection 

approaches. Before adopting static based methods, disassembly tools such as OllyDbg and IDA Pro are used to reveal 

the executable [12]. The hidden patterns in binary executable files are extracted using these disassemblers. The encoded 

text is then retrieved from executable using these criteria [13]. The byte sequence approach is a static-based 

investigation that may be used to these patterns for extracting n-byte sequences. A static examination for extracting the 

structural investigation of codes is the functional call graph [14]. This article discusses about the detection of malware 

and other intrusion across the IoT environment. The collected information may have unwanted information that can be 

removed using ensemble stacked regression approach and the significant features are retrieved using LOA. The features 

are utilized for the classification of threats and other cyber-attacks. 

The remainder of the article is systemized as follows: related approaches in cyber security is reviewed in Section 2, 

proposed methodology for data privacy and cyber security is detailed in Section 3, results acquired from the proposed 

methodology is illustrated in Section 4, and the article is concluded in Section 5. 

2. Related Work 

Platform plays very crucial role while developing IoT application because it allows you to deploy and execute your 

developed application. Platform can be a combination of hardware and software or only software. On the top of it, 

various different applications can operate. IoT cloud platforms offers a complete set of generic functionalities which 

can be helpful for building IoT application by providing complete life cycle of IoT application development which 

begins with application design and ends with its deployment along with its maintenance. Now a day ‘s numerous IoT 

cloud platforms are available [15], which could be used for developing an IoT solution. This subsection surveys most 

popular IoT cloud platforms. Finally, the aim is to study all the already available IoT platforms specifically which 

support cloud with their advantages and limitation. 

 [16] projected deep learning approach for the identification of cyber-attacks. This article emphasizes the prominent 

aspects and the disadvantages of deep learning architectures. The drawback of CNN is rectified by the hybridization 

process of CNN with LSTM. The approach is effective in identification and classification of threats. The proposed 

scheme achieves 92% accuracy during the process of classification of attacks. 

Amin Dastanpour and RajaAzlina Raja Mahmood et al., [17] proposed IDS for network attacks that detects intrusion 

based on genetic algorithm (GA) with support vector machine (SVM) to increase detection accuracy with reduced false 

alarm rates. Results show that the system achieves about 99% detection rate at different number of reduced features 

with comparatively low false positive rates ranging between0.43% to 0.6%. The main demerit of this system is the 
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increased time consumption for training the model because of the 21 number of features selected by GA with SVM 

and LCFS and the 31 features required by FFSA to detect the attacks. 

E. Kesavulu Reddy et al. [18] have designed a novel Intrusion Detection System (IDS) for network-based attacks, 

focusing on recognizing distinctive attributes of system users and pinpointing statistically significant deviations from 

typical user behavior through the utilization of neural networks. This neural network is trained on discernible patterns, 

leading to a system with high detection accuracy attributed to its learning capacity. A key advantage of neural networks 

lies in their swift ability to promptly identify misuse patterns in user behavior due to their inherent speed.  

However, a noteworthy drawback of the system is its substantial demand for a considerable amount of training data to 

ensure that the outcomes are statistically reliable. 

Harshit Saxena, Dr. Vineet Richariya et al., [19] proposed an IDS based on PSO for effective training and SVM acts 

as a classifier to identify network-based attack effectively. Here K-means clustering algorithm is mainly used for 

clustering different training subsets to reduce the false alarms thereby increasing detection accuracy. The main 

advantage is the increased detection accuracy. The major demerit observed is that the proposed system is good for 

Denial of Service (DoS) attack but fails to achieve good detection rate in case of U2R and R2Lattacks. 

In their proposed system, Wang et al. [20] utilized the Artificial Bee Colony (ABC) feature selection algorithm in 

conjunction with SVM. By employing only, the top five feature subsets selected by the ABC algorithm, their system 

demonstrated impressive accuracy. The authors also investigated the performances of Particle Swarm Optimization 

(PSO) and GA) when integrated with SVM. The ABC-SVM combination achieved a perfect accuracy of 100%, while 

PSO-SVM and GA-SVM yielded accuracies of 98% and 97%, respectively. 

3. Methodology  

3.1. Pre-Processing  

By reducing artefacts, pre-processing methods can improve the quality of analytical signals. To improve the quality of 

analytical signals and address the challenges of reducing artefacts in various applications, three primary techniques for 

ensemble pre-processing selection and fusion are, multi-block data analysis-based ensemble approaches, combine 

complementary information from multiple pre-processing techniques to boost chemometrics models. Stratified bagging 

for training base classifiers and integrating data preprocessing methods where a novel framework employs stratified 

bagging to train base classifiers and integrate data preprocessing methods, Dynamic Ensemble Selection and Data 

Preprocessing, this approach evaluates the performance of different ensemble selection techniques and data 

preprocessing methods, are used to reduce the over-fitting. 

The stacked regression methodology entails the training of numerous predictive models employing varied 

preprocessing, followed by their combination using cross-validation or model averaging techniques. This 

amalgamation of complementary information gleaned from diverse preprocessing procedures frequently leads to the 

creation of a calibration model that exhibits enhanced stability and accuracy, a conclusion supported by insights derived 

from Monte Carlo cross-validation (MCCV) stacking regression results [21]. 

To alter the data, certain typical preprocessing procedures are performed initially. Second, optimum calibration 

methods are based on data that has been preprocessed in different ways. The next stage is to merge the models to create 

an ensemble calibration and forecasting framework. MCCV stacked regression is /used to calculate the combination 

coefficients vector W. W is calculated using non-negative least squares (NNLS) in MCCV stacked regression using 

the following equation: 

𝑋 = [𝑥1̂, 𝑥1̂ … … … . . , 𝑥�̂�]𝐾 (1) 

Here, X represents the reference level values for the samples excluded during MCCV resampling, and 𝑥�̂� signifies the 

corresponding intensity calculated by the i-th model. The variable n denotes the number of models, corresponding to 

the various preprocessing evaluated. The stacking method is straightforward to implement and can be carried out using 

conventional chemometric toolboxes that support Partial Least Squares (PLS) modeling. 
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3.2. Feature Selection  

Lions stand out as the most socially oriented among all wild cat species, exhibiting a unique combination of cooperation 

and aggression. The intrigue surrounding lions is heightened by their significant sexual dimorphism, impacting both 

their social behavior and appearance. These wild felids are divided into two distinct social groups: residents and 

nomads. Resident lions organize themselves into pride groups, typically comprising approximately five females, along 

with their male and female offspring, and one or more adult males. As young males mature, they are expelled from 

their natal pride. In contrast, nomads, representing the second organizational behavior, roam intermittently either in 

pairs or individually. Notably, males excluded from maternal prides are more inclined to form pairs. It's essential to 

recognize that a lion's lifestyle is dynamic; residents may transition into nomads, and vice versa, adding a layer of 

complexity to their social dynamics. 

The LOA, or Lion Optimization Algorithm, is a meta-heuristic method that operates on a population-based approach. 

In its initial stage, the population is randomly generated across the solution space, and each outcome within this 

algorithm is referred to as a “Lion”. The SLOA algorithm mimics the way sea lions hunt. The artificial hunting behavior 

with random or optimal search agent to chase the bait ball (prey) and the use of sea lions' vocalizations and whiskers 

are the algorithm's strong points. 

3.2.1. Phases of Detection and Tracking: 

As previously noted, sea lions utilize their whiskers to determine the size, shape, and location of their prey. A sea lion's 

ability to perceive and locate prey is enhanced when their whiskers point in the opposite direction of the water's waves. 

The whiskers did, however, vibrate less than when they were oriented in the same direction as they are now. 

3.2.2. Phase of Vocalization: 

Sea lions are regarded as amphibians. Put differently, sea lions are both aquatic and terrestrial animals. In water, their 

sounds travel four times more quickly than in air. When pursuing and hunting in groups, sea lions use a variety of 

vocalizations to communicate with one another. They also call other members who remain on the coast using their 

sound. Sea lions pursue and imprison their prey in order to get them as close to the ocean's surface as possible. They 

also have tiny ears that can hear sounds both above and below the water. When a sea lion spots a meal, he signals to 

his fellows to surround and attack the victim. 

3.2.3. Exploitation Phase 

Sea lions can locate their intended victim and circle around them. The leader, or top search agent, directs the hunt by 

spotting the prey and alerting other hunters to its location. 

3.2.4. Exploration Phase 

Sea lions use their whiskers to haphazardly search for prey, swimming in zigzag patterns. Because of this, random 

values are used in this investigation. Sea lions are forced to move away from the intended prey and the sea lion leader 

if is larger than one or less than negative one. Starting with random solutions, the suggested (SLOA) algorithm operates. 

Whether it is a random search agent or the greatest solution, each search agent updates its location. Over the course of 

iterations, parameter (C) is reduced from 2 to 0 to supply both the exploration and exploitation phases. More 

specifically, a search agent is selected at random when it is bigger than one. Conversely, search agents update their 

positions when it is less than one. Ultimately, the SLOA algorithm stops when an ending requirement is satisfied. 

3.3.Feature Selection  

The features acquired from SLOA is passed to the diverse classifiers in the ensemble approach. To establish a strong 

classifier, the ensemble classifier is utilized that combines numerous basis classifiers. Ensemble classifiers have 

traditionally been utilized to improve the accuracy and performance of base learning approaches. 

3.3.1. Linear SVM 

The SVM stands as a globally employed supervised learning approach rooted in statistical learning theory. Widely 

utilized, SVM plays a crucial role in determining the abnormality of images. Its applications span a diverse range, 

initially designed for binary classification and subsequently enhanced for multiclass classification. SVM operates as a 
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generalized linear classifier, utilizing a learning method based on the linear function hypothesis space. The features are 

intricately linked to the class labels of the respective topics. The SVM process involves creating a series of binary 

classifiers, denoted as f1, f2 ,...,fM, each proficient in distinguishing one class from the remaining (M-1) classes. 

Subsequently, these classifiers are amalgamated to form a multi-class classification system.  

The training process incorporates error reduction as a crucial component, and its formulation is expressed as: 

ϕ(w, ξ) =
1

2
∑(wa

T, wm) + C ∑ ∑ ξi
a

a≠yi

N

i=1

A

a=1

 (2) 

Subject to criteria 

yi(wTϕ(xi) + b) ≥ 1 − ξi, ξi ≥ 0, i = 1, … , N  m ∈ {1,2, … . A}{yi} (3) 

In SVM classification, C represents the volume constant, b is a constant, w is the vector of coefficients, and 𝜉𝑖 denotes 

parameters for non-separable data in SVM classification. The volume constant, C, remains consistent, and b is 

determined as a constant, while w represents the vector of coefficients, and 𝜉𝑖 signifies parameters for non-separable 

data. The training instances, denoted by the index i, encompass N instances. Here, yi ∈ {1,...,M} signifies the multiclass 

labels of the feature vectors, and ∈ {1,...,M}/yi represents multiclass labels, excluding yi, with xi being the self-

regulating variables. The kernel serves to transform the data from the input space to the feature space. In the realm of 

statistical learning theory, minimizing prediction error aligns with augmenting the margin, where 𝛾 =
2

‖𝑤‖
. The 

expression for the decision boundary is articulated as follows: 

f(x) = arg maxa(wm
T . x + ba)       for a = 1,2,3 … a (4) 

The classifier is in the form of 

f(x) = ∑ kixi
Tx + ba (5) 

Initially, it gained widespread recognition for its success in handwritten digit recognition and demonstrated empirical 

performance. The linear kernel is the elementary form of the kernel, represented as follows: 

K(xi, xj) = xi
T, xj (6) 

3.3.2. Random Forest 

Bagging and the random subspace approach are combined in random forest. Each subset in bagging has the same size 

as the original training dataset and is used to build a decision tree. Bagging produces more consistent results than a 

single tree. In the random forest, an ensemble of distinct models is formed. It averages all of the forecasts from these 

different trees. The random forest combines many decision trees to produce a more accurate and consistent forecast. It 

uses random subspace sampling to generate a tree from each bootstrap sample. One of the most appealing features of 

the random forest is that it is extremely adaptable, never overfits, and provides superior forecast accuracy. 

3.3.3. Boosted Tree 

The eXtreme Gradient Boosting (XGBoost) software was designed and constructed to be effective, versatile, and 

adaptive. A tree learning algorithm and an effective linear model generator are included in the software. Regression, 

ranking, and classification are among the objective functions that are supported. The gradient boosting paradigm is 

derivated in an efficient and scalable manner. The regularised model is used to control the complexity of the model, 

making it easier to learn and preventing overfitting. XGBoost allows for parallelization. 

It employs parallelization to select the best dividing points for iteration, which speeds up the training process. The tree 

building is halted ahead of schedule when the forecasted outcomes are favourable, enabling an acceleration in the 

training pace, it also provides the flexibility to select sample weights for the first and second derivatives, denoted as g 

and h, respectively. Adjusting the weight allows for a heightened focus on specific samples. XGBoost stands out as 
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one of the most extensively utilized machine learning approaches. The fundamental principles of classic gradient 

boosting are as follows: 

Fm(x) = ∑ βifi(x)

m

i=1

 (7) 

The variable 'm' represents the proportion of base learners, the coefficient is denoted by 'β', 'f' represents the base 

learner, and 'F' signifies the overarching framework. The ultimate objective is to attain a superior, comprehensive model 

that minimizes the loss function to the greatest extent possible. This objective is expressed as follows: 

Fm(x) arg min ∑ L(yiFm(x)

n

i=1

) = βm(x) arg min ∑ L(yi, Fm−1(x) + βmFm(x)

n

i=1

) (8) 

The variable F is subsequently assigned weights from several base learners, preventing a simultaneous solution. 

Gradient boosting employs a greedy approach, with model F initially assuming the form of a constant function 

containing only one base learner. Over time, the coefficients of this base learner are adjusted to enhance the 

performance of F. The primary objective of gradient boosting is to rapidly reduce the loss function by incorporating 

new terms that are determined by the negative gradient of the loss function at each step. A potential structure for the 

new term is outlined as follows: 

βmFm(x) = γ
∂L(yi, Fm−1(x)

∂Fm−1(x)
 (9) 

where the size of step is indicated by γ that holds negative sign as well as gradient β. The gradient with pseudo residual 

is, 

Rim = γ
∂L(yi, Fm−1(x)

∂Fm−1(x)
 (10) 

For each sample in the training space, the algorithm determines the value F. The analysis identifies the Pseudo residual 

R. The current base learner fm is defined and trained based on the values x and y in the training space. The value of a 

trained base learner is incorporated into an equation to minimize the loss function, and the resulting value is obtained. 

The initial general approach is outlined as follows: 

Fm(x) = Fm−1(x) + βmfi(x) (11) 

Nevertheless, Xgboost improves the regularization by adapting L within the conventional XGB framework. L is: 

L = ∑ l(ŷi, yi)

i

+ ∑(fk)

k

 (12) 

The convex loss is the initial differentiable term that computes the disparity between the objective and predicted values. 

In XGBoost, the objective function Object and the optimal leaf node fraction w are defined as: 

objec = −
1

2
∑

Gj

Hj + λ

T

j−1

+ γT (13) 

wi
∗ =

Gj

Hj + λ
 (14) 

Various machine learning frameworks are suited to different tasks. Deep neural networks excel at handling high-

dimensional and extensive data, such as images, sounds, and text, by modeling spatial and temporal relationships. In 

principle, the application impact of the XGBoost approach is expected to be more effective due to the low-dimensional 

nature of the observed tabular data in the evaporation duct and the relatively small dataset. 
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4. Results and Discussion 

The performance of classification is investigated by comparing the performance metrics namely accuracy, precision, 

recall and f-measure. The NSL-KDD dataset serves as a pivotal resource in the realm of cybersecurity, particularly in 

the domain of intrusion detection. Specifically designed for evaluating and benchmarking intrusion detection systems 

and machine learning models, the dataset is an enhanced version of the original KDD Cup 1999 dataset. Originating 

from a simulated military network environment, the NSL-KDD dataset includes instances of both normal network 

traffic and various types of attacks, encompassing Denial of Service (DoS), Probe, Unauthorized access from a remote 

machine (R2L), and Unauthorized access to user privileges (U2R). With features describing network connections such 

as protocol type, service, flags, duration, and source/destination IP addresses, the dataset provides a diverse set of 

examples for training and testing intrusion detection systems. The dataset is often provided in two versions, the original 

and a reduced version that addresses redundancy issues, offering a more balanced class distribution. Researchers and 

practitioners leverage the NSL-KDD dataset to explore the efficacy of machine learning algorithms in identifying and 

classifying network intrusions, recognizing its importance in enhancing cyber resilience and understanding the 

intricacies of securing network environments. 

4.1. Accuracy 

In cybersecurity and data privacy, accuracy is crucial to ensure that the model is making correct predictions across 

various classes, minimizing false positives and false negatives. It gives a general sense of the model's effectiveness. 

Accuracy is given as (15). 

Accuracy =
True Positive (TP) + True Negative(TN)

True Positive(TP) + True Negative(TN) +
False Positive(FP) + False Negative(FN)

 
(15) 

Table 1 presents a comparison of the accuracy achieved by three different methods—NIDS, ENetRM, and ML-ENC—

across several iterations (50, 100, 150, 200, and 250). The data shows that as the number of iterations increases, the 

performance of each method generally improves. At iteration 50, NIDS starts with an accuracy of 61%, ENetRM with 

68%, and ML-ENC leading significantly at 95%. By iteration 100, NIDS rises to 74%, ENetRM to 71%, while ML-

ENC maintains its superior accuracy at 96%. As iterations continue to 150, NIDS reaches 88%, ENetRM 73%, and 

ML-ENC achieves 97%. At iteration 200, NIDS sees a slight improvement to 89%, ENetRM rises to 75%, and ML-

ENC continues to outperform with 97.5%. Finally, at iteration 250, NIDS peaks at 91%, ENetRM shows significant 

growth to 81%, while ML-ENC remains dominant with an accuracy of 98%. 

Table 1. Comparison of Accuracy 

Iteration NIDS ENetRM ML-ENC 

50 61 68 95 

100 74 71 96 

150 88 73 97 

200 89 75 97.5 

250 91 81 98 

Figure 1 illustrates this comparison graphically, highlighting the accuracy trends of each method across the iterations. 

The graph shows a steady upward trajectory for NIDS, a slower but improving rise for ENetRM, and consistently 

superior performance by ML-ENC, whose accuracy remains higher than the other two methods at every iteration. This 

visual representation clearly underscores ML-ENC's consistent dominance in accuracy, while also reflecting the 

gradual improvements made by NIDS and ENetRM as iterations increase. 
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Figure 1. Comparison of Accuracy 

4.2. Precision 

In the context of cybersecurity, precision is important to minimize false positives. A high precision indicates that when 

the model predicts a positive outcome (e.g., detecting a security threat), it is likely to be correct. Precision is given as, 

Precision =
True Positive

True Positive + False Positive
 (16) 

Table 2 presents a comparison of the precision values for three methods—NIDS, ENetRM, and ML-ENC—across 

different iterations (50, 100, 150, 200, and 250). Precision, which reflects the accuracy of positive predictions by 

minimizing false positives, is an important metric for assessing the effectiveness of these methods. The table shows 

that at iteration 50, ML-ENC already outperforms the other two methods with a precision of 95%, while NIDS and 

ENetRM start at 54% and 56%, respectively. As the iterations increase to 100, ML-ENC slightly improves to 95.5%, 

with NIDS and ENetRM rising more significantly to 73% and 75%, respectively. By iteration 150, ML-ENC reaches 

96%, NIDS achieves 91%, and ENetRM demonstrates strong improvement with a precision of 94%. At iteration 200, 

ML-ENC continues to lead with 97%, while NIDS and ENetRM reach 95% and 96%, respectively. Interestingly, at 

iteration 250, NIDS experiences a drop to 86%, while ENetRM peaks with 99% precision, and ML-ENC further 

improves to 99.6%. 

                                                           Table 2. Comparison of Precision 

Iteration NIDS EnetRM ML-ENC 

50 54 56 95 

100 73 75 95.5 

150 91 94 96 

200 95 96 97 

250 86 99 99.6 

Figure 2 provides a visual representation of the precision comparison across these iterations, highlighting the steady 

improvements made by all three methods. ML-ENC consistently maintains higher precision than NIDS and ENetRM 

throughout the iterations. ENetRM, after a slower start, shows remarkable growth in precision by iteration 250, nearly 

matching ML-ENC. NIDS, although improving in the earlier iterations, experiences a decline in precision at iteration 

250. Overall, both the table and figure emphasize ML-ENC's superior performance in terms of precision, while 

ENetRM demonstrates significant gains in later iterations. 
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Figure 2. Comparison of Precision 

4.3. Recall 

In cybersecurity, recall is crucial to ensure that the model can identify and capture as many true positive instances as 

possible, minimizing false negatives. It is particularly important when dealing with potential security threats. The recall 

is given as, 

Recall =
TP

TP + FN
 (17) 

Table 3 shows a comparison of recall values for three methods—NIDS, ENetRM, and ML-ENC—across different 

iterations (50, 100, 150, 200, and 250). Recall, also known as the true positive rate, measures the ability of a method 

to identify all relevant instances, making it crucial in contexts like cybersecurity where missing potential threats (false 

negatives) can have severe consequences. 

At iteration 50, ML-ENC demonstrates the highest recall with 91%, significantly outperforming NIDS and ENetRM, 

which have recall values of 55% and 58%, respectively. As the number of iterations increases to 100, ML-ENC slightly 

improves to 92%, while NIDS and ENetRM see notable gains, reaching 73% and 78%. By iteration 150, ML-ENC’s 

recall improves further to 94%, NIDS jumps to 92%, and ENetRM leads with 97%. However, at iteration 200, NIDS 

and ENetRM experience a sharp decline in recall to 10% and 17%, respectively, while ML-ENC continues to improve 

with a recall of 95%. Finally, at iteration 250, NIDS and ENetRM recover slightly to 29% and 36%, but ML-ENC 

maintains its superior performance with a recall of 96%. 

Table 3. Comparison of Recall 

Iteration NIDS EnetRM ML-ENC 

50 55 58 91 

100 73 78 92 

150 92 97 94 

200 10 17 95 

250 29 36 96 

Figure 3 provides a graphical representation of the recall comparison between NIDS, ENetRM, and ML-ENC across 

different iterations. The graph clearly highlights that ML-ENC consistently achieves the highest recall throughout all 

iterations, maintaining a strong ability to identify relevant instances. ENetRM shows impressive gains in the early and 

middle iterations but suffers a significant drop in recall performance in iteration 200, along with NIDS, before partially 

recovering by iteration 250. NIDS follows a similar trend but remains consistently below both ENetRM and ML-ENC 

in terms of recall. 
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Figure 3. Comparison of Recall 

This comparison emphasizes ML-ENC’s consistent superiority in recall, making it highly effective at identifying 

potential security threats across all iterations, while NIDS and ENetRM show more variability, especially in later 

iterations. 

4.4. F-Measure 

In the context of data privacy and cybersecurity, where achieving a balance between precision and recall is often 

necessary, the F-measure is a valuable metric. It helps in evaluating a model's overall effectiveness, especially when 

the cost of false positives and false negatives needs to be balanced. The F-measure is given as, 

F − measure =
2 ∙ Precision ∙ Recall

Precision + Recall
 (18) 

Table 4 provides a comparison of the F-measure for three methods—NIDS, ENetRM, and ML-ENC—across several 

iterations (50, 100, 150, 200, and 250). The F-measure, or F1-score, is a harmonic mean of precision and recall, offering 

a balanced evaluation of a model's ability to minimize both false positives and false negatives. This metric is 

particularly important in cybersecurity, where an ideal balance between these factors is critical. 

At iteration 50, ML-ENC achieves the highest F-measure at 92%, significantly outperforming NIDS at 52% and 

ENetRM at 55%. By iteration 100, ML-ENC shows a slight improvement to 92.5%, while NIDS and ENetRM also see 

substantial gains, reaching 70% and 73%, respectively. At iteration 150, ML-ENC continues its upward trajectory with 

an F-measure of 93%, while NIDS improves to 88% and ENetRM rises further to 92%. However, by iteration 200, 

NIDS and ENetRM experience a sharp decline in performance, with F-measure values dropping to 5.5% and 10%, 

respectively, while ML-ENC continues to excel, improving its F-measure to 94%. In the final iteration (250), NIDS 

and ENetRM recover slightly, reaching 23% and 29%, but ML-ENC continues to dominate with an F-measure of 95%. 

Table 4.  Comparison of F-Measure 

Iteration NIDS EnetRM ML-ENC 

50 52 55 92 

100 70 73 92.5 

150 88 92 93 

200 5.5 10 94 

250 23 29 95 

Figure 4 visually represents the comparison of F-measure values across different iterations for NIDS, ENetRM, and 

ML-ENC. The graph highlights that ML-ENC consistently maintains the highest F-measure across all iterations, 

reflecting its ability to balance precision and recall effectively. NIDS and ENetRM follow a similar pattern, with strong 

improvements in early iterations but a steep drop in iteration 200, before recovering somewhat by iteration 250. ML-

ENC, in contrast, shows steady improvement throughout all iterations, reinforcing its superior performance in 

achieving a balance between false positives and false negatives. This comparison underlines the fact that ML-ENC is 

more effective at maintaining a balanced and robust performance, making it highly suitable for tasks in cybersecurity 

where both precision and recall are crucial. 
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Figure 4. Comparison of F-measure 

In the comprehensive comparative analysis of cybersecurity models, encompassing NIDS, ENetRM, and the innovative 

Machine Learning-based ENsemble Classifier (ML-ENC), key performance metrics were meticulously evaluated 

across multiple iterations. Accuracy, a critical measure of overall correctness, highlighted ML-ENC's consistent 

outperformance, with accuracy ascending from 95% to an impressive 98% over 250 iterations. Precision, pivotal for 

minimizing false positives, exhibited remarkable superiority in ML-ENC, consistently surpassing NIDS and ENetRM 

and reaching 99.6% precision at iteration 250. The assessment of recall, measuring the model's adeptness in identifying 

all pertinent instances, demonstrated ML-ENC's consistently higher performance, achieving 96% recall at iteration 

250. Furthermore, the F-measure, a balanced metric considering precision and recall, underscored ML-ENC's efficacy, 

maintaining a higher F-measure compared to its counterparts and reaching 95% at iteration 250. This in-depth analysis 

unequivocally positions ML-ENC as a robust and reliable solution for cybersecurity applications, offering superior 

accuracy, precision, recall, and F-measure, and thereby providing a holistic and balanced approach to threat detection 

and classification. From the observation of classification outcome, it is identified that the proposed ML-ENC is highly 

effective. 

5. Conclusion 

This study demonstrates that threats from malware and digital piracy present significant risks to IoT security, with the 

potential to compromise sensitive data, leading to financial and reputational damage. The proposed methodology 

successfully detects malware-affected files on IoT devices by utilizing a stacked regression ensemble technique for 

data pre-processing and the Sea Lion Optimization Algorithm (sLOA) for feature extraction. The ensemble 

classification approach applied to malware data from an intrusion detection dataset has shown to be highly effective in 

identifying malicious infections. 

The results underscore the effectiveness of using ensemble learning techniques combined with optimization algorithms 

to improve malware detection in IoT environments. This research contributes to the growing body of work aiming to 

enhance cybersecurity through advanced machine learning models, demonstrating their applicability to real-world IoT-

based security systems. Despite its success, the study has limitations, including its reliance on a specific intrusion 

detection dataset. The method has not been tested across a wide variety of datasets or threat types, which could impact 

its generalizability to other cybersecurity scenarios. 

Future research should focus on integrating additional deep learning techniques to improve the model's ability to 

classify the severity of threats and adapt to evolving cyber threats. Further testing on diverse datasets will also enhance 

the robustness of the proposed approach. Additionally, efforts should be made to refine the connectivity between IoT 

devices and improve the algorithmic efficiency to ensure faster and more accurate threat detection. Overall, this study 

highlights the potential of ensemble learning and optimization algorithms in addressing modern cybersecurity 

challenges, especially within IoT ecosystems. Continued innovation and adaptation to emerging threats will be crucial 

to maintaining robust cybersecurity defenses. 
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