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Abstract 

The implementation of restrictions on community activities (Pemberlakuan Pembatasan Kegiatan Masyarakat – PPKM) is a strategy from the 
Indonesian government in handling the spread of COVID-19. PPKM is divided into four levels which will determine the restriction types that 
are to be implemented in a region. In this study, we aim to build a website that can predict PPKM levels through COVID-19 daily positive and 
death cases recorded in the Jakarta City, Indonesia. The prediction system uses the Long Short-Term Memory (LSTM) network and Node.JS as 
the backend of the website. We also introduced the usage of multivariate approach for this regression task by combining both daily positive and 
death cases number into the LSTM network. Based on the test scores obtained through evaluation using Mean Absolute Percentage Error (MAPE) 
and Root Mean Square Error (RMSE), it was concluded that the proposed LSTM method could accurately predict the death cases with 0.17% 
MAPE and 22.68 RMSE but has poor performance in predicting the daily positive cases with 53.11% MAPE and 27.15 RMSE. This might be 
rooted from the use of multivariate approach during the model development where more variation to the daily positive cases was detected. 
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1. Introduction  

Since the World Health Organization (WHO) has declared that the Coronavirus Disease 2019 (COVID-19) as a 

pandemic in March 2020 [1], the President of the Republic of Indonesia and the Regional Government have worked 

together to take several steps to prevent the spread of the COVID-19 in the community [2]. COVID-19 or also known 

as Sars-CoV-2 is a pandemic virus that first spread in China and is a zoonotic virus (transmitted between humans and 

animals). It can easily spread via droplets (small particles) when someone talks or sneezes, air, and contaminated 

surfaces [3]. 

The COVID-19 pandemic has various negative impacts on the community, such as reduced public consumption, many 

production activities will stop, and lead to a situation of uncertainty [4]. One of the government’s strategic efforts to 

deal with COVID-19 in Indonesia is by establishing regulations for the Enforcement of Community Activity 

Restrictions [5]. PPKM is divided into four levels (level one, two, three and four) and each level affects activities in 

the community. 

Previously, there was a study conducted which analyzes the effect of PSBB (pembatasan sosial berskala besar – 

predecessor of PPKM policy) and PPKM policies on the decline in COVID-19 cases in Indonesia using the Google 

Mobility Index and their impact on the economy in Indonesia [6]. The conclusion obtained is that policies to reduce 

community mobility in reducing the risk of the spread of COVID-19 are prioritized in line with the delta variant which 

spreads faster than the previous variant. In economic recovery, the government can provide capital injections in retail 

and recreational areas, grocery stores, food and pharmacies, especially after the spread of COVID-19 can be controlled 

[6]. 

Another similar research has been carried out to predict the spread of COVID-19 in Jakarta with several time series 

models, including the Holt’s exponential smoothing and Auto-Regressive Integrated Moving Average (ARIMA) [7]. 

The study used both models to forecast the number of COVID-19 cases in Jakarta between March 1 and July 6, 2020. 
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From the experimental results, ARIMA achieved the highest R-squared and lowest Mean Squared Error (MSE) and 

Root Mean Squared Error (RMSE) confirming the capability of the model to fit and predict the upcoming number of 

infected COVID-19 cases in Jakarta [7]. 

Because the percentage error rate is still higher than the standard, the prediction of changes in the PPKM level in the 

Jakarta area can be done using another, more advanced method called the Long Short-Term Memory (LSTM). LSTM 

is a popular deep learning method in time series domain and the performance tends to be more accurate than ARIMA 

[8]. The LSTM method itself has a higher level of complexity than ARIMA because the LSTM cell consists of a 

combination of several gates in regulating the calculation process. 

In an effort to assist the government in managing the transmission of COVID-19 in the Jakarta City area, it is necessary 

to have a system that can predict the number of daily cases and daily deaths due to COVID-19 in Jakarta and provide 

recommendations for implementing PPKM levels that are considered appropriate. This can also motivate research on 

strategic actions to be taken when new unforeseen pandemic happens in the future. 

2. Method 

2.1. Long Short-Term Memory 

Long Short-Term Memory (LSTM) is a derivative of the Recurrent Neural Network (RNN) which has been proven to 

be successful in predicting time series data [9]. LSTM generally consists of three components that can regulate the 

flow of information, namely forget gate, output gate, and input gate [10]. The LSTM, initiated by Hochreiter and 

Schmidhuber, is an improved version of the RNN where the LSTM is equipped with a memory cell that can store 

information for a long time [11]. Compared to LSTM, RNN cannot hold long memory, so the use of LSTM based on 

“memory line” proves to be very useful in case forecasting with a large amount of data [12]. In one LSTM cell, there 

are four components involved [13], namely: 

Forget Gate (𝑓𝑡) that has a function to determine how much information from the new input (𝑥𝑡) and previous hidden 

state value (ℎ𝑡−1) will be forwarded to the current cell state. The formulation is shown in Eq.(1). 

ft = σ(Wfht−1 + Ufxt + bf) (1) 

Input Gate (it) that has a function to determine which part of the data will be updated. It involves two formulations as 

shown in Eq.(2) to calculate the output from the input gate and Eq.(3) to determine the candidate cell state value (C̃t). 

it = σ(Wiht−1 + Uixt + bi) (2) 

C̃t = tanh(WCht−1 + UCxt + bC) (3) 

Cell State (Ct) which is used to update input Ct−1 (old value) with new input value. The formulation is shown in Eq.(4). 

Ct = ft ⨀ Ct−1 + it ⨀ C̃t (4) 

Output Gate (𝑜𝑡) consist of two parts, first to calculate the output value as shown in Eq.(5) and second to calculate the 

hidden state value (ℎ𝑡) within the memory cell as shown in Eq.(6). 

ot = σ(Woht−1 + Uoxt + bo) (5) 

ht = ot ⨀ tanh (Ct) (6) 

Here, 𝑊𝑓 , 𝑊𝑖, 𝑊𝐶 , 𝑊𝑜 and 𝑈𝑓 , 𝑈𝑖 , 𝑈𝐶 , 𝑈𝑜 are weights and 𝑏𝑓 , 𝑏𝑖, 𝑏𝐶 , 𝑏𝑜 are bias values. 

An LSTM cell structure can be illustrated as shown in figure 1. LSTM in this study will use data on positive and death 

cases due to COVID-19 with daily time intervals. The data will be normalized first, then training will be carried out to 

get the LSTM prediction model. After that, the model will be used to make predictions and errors are calculated using 

the Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). 
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Figure 1.  An LSTM cell [10] 

2.2. Root Mean Square Error and Mean Absolute Percentage Error 

RMSE is the standard deviation of the prediction error or residual, while MAPE is a method used to measure the 

accuracy of forecasting methods. MAPE represents the average absolute percentage error of each entry in the data set, 

indicating on average, how accurately the predicted number (𝐹𝑡) is compared to the actual number (𝑌𝑡). Both of them 

can be represented in Eq.(7) and Eq.(8) [14], [15]. 

RMSE = √
1

n
∑(Yt − Ft)2

n

t=1

 (7) 

MAPE = (
1

n
∑ |

Yt − Ft

Yt
|

n

t=1

) ∙ 100% (8) 

2.3. Research Methodology 

Figure 2 shows the research methodology in this study. The dataset used is starting from January 1st, 2021 to January 

1st, 2022 and can be downloaded directly through the official government website. Data that has been filtered according 

to the required date and column will be immediately normalized. The purpose of data normalization is to scale the 

attribute values within a certain range [16]. In this study, we use MinMaxScaler starting from a scale of 0 to 1. 

After that, the new data is split into two parts, about 80% of the data is used for training the model and the other 20% 

is used for testing the model. Then the data is divided into two parts, namely into x train and y train (x is the input 

variable and y are the output variable to be achieved). 

The network architecture consists of two LSTM layers and one dropout layer which will be entered into a function like 

as shown in figure 3. We started by calling the Sequential function to define a structural deep learning architecture. 

Next, we created an LSTM layer, followed by a dropout layer to manage overfitting, and another LSTM layer. In the 

last output layer, we added a Dense layer with two neurons. 
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Figure 2.  Research methodology 

 

Figure 3.  The structure of the network 

In addition, there is a hyperparameter configuration that has been determined with the aim of being included in the 

GridSearchCV function which basically calculates all possible combinations to find the best parameter. The 

configuration can be seen in figure 4. 

 

Figure 4.  Hyperparameter configuration 

The data to be observed is multivariate which means that the observed data is more than one data, in this case, daily 

positive and deaths cases. An illustration of the model made can be seen in figure 5. The purpose of using multivariate 

in this prediction is to make prediction time more efficient. 
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Figure 5.  Illustration of the multivariate model prediction process 

After the data has been normalized and the model has been formed, normalized data will be used to train the model 

with configured batch size and epoch obtained in GridSearchCV. After the training process completed, the model will 

be evaluated by measuring the RMSE and MAPE scores on test set. Model testing will be carried out 20 times and the 

best results will be taken from the model and stored in .h5 form. The best model also be converted into a .JSON file by 

using the TensorFlow JavaScript (TFJS) library so that the model can be used in Node.JS as the system backend. 

3. Results and Discussion 

The experiment was conducted on DELL Inspiron 7472 with 16GB RAM and intel Core-i5 8250u processor. Nvidia 

MX150 was utilized together with JupyterLab and Postman on Visual Studio code environment. The parameter results 

with the best level of accuracy obtained are using batch size of 30, epochs of 20, dropout rate of 0.3 or 30%, first LSTM 

layer of 32 units, and second LSTM layer of 32 units. 

The structure of the prediction model uses two LSTM layers and a dropout of 30%. Hence, after going through the first 

layer of LSTM, then Dropout is run to eliminate 30% passed neurons randomly and then proceed to the next second 

LSTM layer. The purpose of using this dropout is to randomly remove some neurons used in training [13] in order to 

prevent overfitting. Overfitting happens when the network is able to predict the training data sample accurately but has 

poor performance and cannot generalize well to the validation and test data [17]. Details of the structure of the selected 

model used can be seen in figure 6. 

 

Figure 6.  Selected model configuration 

After completing the training, the next stage is to test the model and assess the model performance using the RMSE 

and MAPE criteria. It was found that the RMSE and MAPE scores for daily positive case are 27.149 and 53.111% 

respectively, while the RMSE and MAPE for daily death case are 22.678 and 0.165% respectively. The prediction 

graphs for both daily positive and death cases are shown in figure 7 and figure 8. 

 

Figure 7.  Prediction results for daily positive case 
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Figure 8.  Prediction results for daily death case 

After the backend has been created and prediction model developed, the next step is the creation of a frontend website 

that will display COVID-19 prediction data using React.JS. The data display will be divided into two parts, namely in 

graphic and in tabular form as well as special calculations for determining the PPKM level by using the latest seven 

daily positive and death data. We followed the PPKM level requirements as described in [18] and assumed the total 

population of Jakarta residents in 2021 reaching 10,609,681 people [19]. Figure 9 depicts the frontend system for 

PPKM level prediction based on the daily positive and death cases. 

 

Figure 9.  PPKM level prediction result 
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It is worthy to note that the discrepancy between daily positive and death cases prediction results might be caused by 

several factors, such as the usage of simple LSTM architecture with only two LSTM layers and one dropout layer, and 

the application of multivariate approach rather than univariate approach. Moreover, higher data distribution and 

variance in daily positive cases than the death cases also could affect the prediction results. Hence, although the 

proposed LSTM network with multivariate approach could be faster in terms of computing time, but the prediction 

results might be varied depend on the variance of historical data. 

4. Conclusion 

Based on the results of the research conducted, it can be concluded that the LSTM method can be used to predict the 

future daily positive and death cases of COVID-19 in Jakarta area. This in return could be used to determine the change 

of PPKM level for each region. However, the prediction results for daily positive case performed poorly compare to 

the daily death case. This might be rooted from the use of multivariate approach during the model development. 

Therefore, in future research, it is suggested to use univariate approach rather than multivariate to prevent interference 

between each data feature for this particular study case. Other Deep Learning methods, such as Gated Recurrent Unit 

(GRU), Bi-GRU, and w-GRU [13], [20] also can be implemented in future research. 
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