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Abstract 

Early diabetes prediction is crucial as it can save numerous lives and prevent diabetes-related complications. The experiments conducted on 

diabetes prediction are keen on the limited samples of diabetes and non-diabetes cases provided in the available dataset. Various techniques have 

been implemented, focusing on the classification technique to improve the accuracy of prediction results. As a significant technique, oversampling 

has been implemented using SMOTE, which improved the results yet posed limitations due to its naïve technique. In this paper, a framework for 

diabetes prediction is developed, integrating an advanced oversampling technique using SVMSMOTE with various machine-learning algorithms 

to achieve the best performance. The proposed framework aims to overcome the problem of inaccurate data and limited samples using 

preprocessing and oversampling techniques. Besides, these techniques are integrated with other data mining and machine learning algorithms to 

improve the performance of diabetes prediction. The framework consists of four main stages: data exploration, data preprocessing, data 

oversampling, and classification. The experiments were conducted on the Pima Indian diabetes dataset, which comprises 768 samples and 9 

columns. The results showed that the proposed framework achieved an accuracy of 91%, which improved the accuracy compared to using 

classification without oversampling, which achieved an accuracy of 90%. In comparison, the best results addressed in the literature were an 

accuracy of 85.5%. As such, the proposed framework improves the results by approximately 6.4% compared to the existing frameworks. Besides, 

the proposed framework achieved the best f-measure using the XGBoost classifier and SVMSMOTE, equal to 0.879. The best recall was achieved 

using RF and SVMSMOTE, which was 0.931. Finally, the best precision was achieved using FR without oversampling, with a value of 0.918. 
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1. Introduction  

Diabetes is a non-communicable disease that severely affects and significantly influences the functionality of the 

body’s systems [1], [2]. Diabetes causes higher blood glucose levels than healthy bodies [3]. For example, the American 

Diabetes Association states that a typical fasting blood glucose level is below 100 mg/dL. In contrast, a fasting blood 

glucose level of 126 mg/dL or higher indicates diabetes. Similarly, a typical level two hours after eating is below 140 

mg/dL, and a level of 200 mg/dL or higher suggests diabetes. Glucose, a type of sugar, is essential for optimal 

metabolism in the body and serves as a source of energy for all cells in the body. Increased blood glucose levels due 

to the lack of insulin hormone leads to severe damage to various body parts, including the eyes, heart, kidneys, and 

many more [4]. The number of diabetes cases worldwide is increasing rapidly, calling for an urgent need for effective 

techniques to manage and mitigate the risk of this disease [5]. 

Generally, diabetes is classified into two categories: Type-1 and Type-2. Type-1 diabetes is common among individuals 

below 40 years old. Clinical symptoms for Type-1 include increased thirst and frequent urination. Type-1 is a critical 

condition that cannot be managed by oral medication, thus requiring insulin therapy and is therefore called insulin-

dependent or juvenile diabetes. On the other hand, Type-2 diabetes is common in middle-aged individuals. Those with 

Type-2 diabetes produce insulin, but it does not work efficiently. Type-2 diabetes is often associated with 

arteriosclerosis, obesity, dyslipidemia, and hypertension [6]. Type-2 diabetes mellitus is more common among men 

than women [7]. However, Kautzky-Willer, et al. [8] reported that women with Type-2 diabetes have a greater relative 

risk of cardiovascular disease (CVD) and mortality compared to men. 
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The demands for Female Type-2 diabetes detection are multi-fold: 1) the risk of CVD, as mentioned earlier. 2) the 

widespread of the disease. The International Diabetes Federation (IDF) revealed that there are currently 537 million 

adults aged 20-79 living with diabetes, projected to increase to 643 million by 2030 and 783 million by 2045 [7]. 3) 

Early diagnosis greatly influences controlling the disease’s consequences. Evidence indicates that diabetes may 

manifest for 4-12 years before an official diagnosis [9]. During this period, the immunity of diabetic individuals 

gradually diminishes, making them susceptible to various diseases, with cardiovascular conditions being a primary 

cause of mortality [6]. Early diabetes prediction is crucial as it can save numerous lives and prevent diabetes-related 

complications. Diabetes detection helps in preventing heart diseases, blindness, vascular complications, stroke, kidney 

failure, and limb amputations [10]. Besides, early prediction plays a pivotal role in mitigating the overall impact of the 

disease, thereby enhancing the quality of life for patients [11]. Like many other diseases, diabetes is characterized by 

multiple tests and examinations. The results of these tests are reported and saved, forming a valuable historical dataset 

that can be used to improve detection processes. Such extensive data serves as a valuable resource for analyzing and 

predicting diabetes at an early stage. 

Accordingly, while various datasets have been collected for diabetes research, the Pima Indian Diabetes dataset 

specifically addresses female Type-2 diabetes. The data were collected from residents of Mexico and Arizona, USA, a 

Native American community identified for their elevated prevalence of diabetes [12]. Consequently, studying this 

group is crucial and reflective of global health trends. The Pima Indian Diabetes dataset, focusing on females aged 21 

years and older, is widely recognized as a benchmark dataset in diabetes research. The valuable data generated from 

diabetes-related tests and examinations presents an opportunity to utilize advanced data science and artificial 

intelligence techniques. Machine learning (ML) algorithms can be trained on historical data to identify patterns and 

correlations that are not immediately apparent to human observers. For instance, predictive models can be developed 

to analyze blood glucose levels, HbA1c readings, insulin sensitivity, and other relevant biomarkers related to diabetes, 

thereby enhancing early detection of diabetes. Moreover, using such data enables the creation of personalized medicine 

approaches, where individual patient data can be used to tailor treatment plans specific to their unique physiological 

responses and health history. ML can help identify risk factors and comorbidities associated with diabetes, providing 

a comprehensive understanding of the disease’s progression [13]. 

While various techniques have been implemented, the classification technique has been focused on improving the 

accuracy of prediction results. Oversampling, a significant technique used to solve the Imbalance problem in the 

dataset, has been implemented using the Synthetic Minority Over-sampling Technique (SMOTE) [14]. This paper 

proposes a framework for diabetes prediction and provides insights into the main factors that cause this health 

condition. The framework uses various classification algorithms and an advanced oversampling using Support Vector 

Machine (SVM)-based SMOTE (SVM-SMOTE). The structure of this paper is as follows: Section 2 focuses on the 

literature review. Section 3 discusses the proposed framework and its components: exploration, preprocessing, 

oversampling and classification. Section 4 elucidates the methodology employed for dataset analysis and evaluations. 

Lastly, Section 5 presents the concluding remarks and discussions on future research directions. 

2. Literature Review 

The existing diabetes prediction approaches use different machine-learning algorithms to improve the results. Deep 

Learning, particularly Convolutional Neural Network (CNN), has shown promise in achieving high accuracy using the 

early-stage diabetes risk prediction dataset, based on the research conducted by Ergun and Ilhan [11]. Meanwhile, the 

Pima Indians Diabetes Dataset commonly resulted in lower accuracy than the early-stage diabetes risk prediction 

dataset. Karegowda, et al. [15] used a back propagation network (BPN) optimized using a genetic algorithm (GA) for 

classifying the diabetes samples without any oversampling technique. The results showed that the accuracy of the 

proposed approach was 84.07%. Wei, et al. [16] used a Deep Neural Network (DNN), and the results showed that the 

accuracy of the DNN was 77.86%. The results of Karegowda, et al. [15] and Wei, et al. [16] cannot be compared, as 

the former used 40% of the data for testing and computing the results, while the latter used cross-validation of 10-fold.  

Reza, et al. [17] used SMOTE with SVM for diabetes prediction. The effect of SMOTE was demonstrated as the results 

of the experimented approach were improved compared to Wei, et al. [16], as both used cross-validation to obtain the 

results. Accordingly, the results showed that the accuracy of the SVM classifier with SMOTE oversampling was 85.5%. 
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Accordingly, the results of the approach proposed by Perdana, et al. [18] using KNN without oversampling was 

83.12%. The results were obtained by splitting the dataset into 90% and 10% for training and testing. As such, the 

reviewed recent literature indicated the following: 1) Using SMOTE improved the results of diabetes prediction. 2) 

Various machine learning were utilized, and SVM has shown potential in predicting diabetes. 3) The evaluation 

procedure among the existing techniques is not unified, as cross-validation and percentage split were utilized. A 

summary of the reviewed literature is given in table 1.  

Table 1. Description of The Relevant Studies Conducted in The Context of Diabetes Prediction 

Ref. Classifier Oversampling Accuracy Dataset Evaluation Dataset 

[10] CNN None 99.04 % 10-fold cross-validation Early-stage 

[11] BPN None 84.07% Train and Test split using a 60-40 ratio PIMA 

[12] DNN None 77.86% 10-fold cross-validation PIMA 

[13] SVM SMOTE 85.5% 10-fold cross-validation PIMA 

[14] KNN None 83.12% Train and Test split using a 90-10 ratio PIMA 

3. The Proposed Framework 

The proposed framework for diabetes prediction using the Pima dataset consists of four components, as illustrated in 

figure 1. The handled problem is formulated as a binary classification problem (diabetic or not). The components of 

the framework are described accordingly.  

 

Figure 1. The Components of the Proposed Framework 

3.1. Dataset Exploration 

The PIMA dataset [19] was collected by the National Institute of Diabetes, Digestive, and Kidney Diseases (NIDDK). 

The data can be downloaded from Kaggle and UCI data repositories. PIMA comprises samples representing females 

of Pima Indian heritage who are of a minimum age of 21. The dataset consists of 768 instances and 9 columns. Table 

2 describes the columns of the PIMA Indian Diabetes dataset in terms of the name, data type, and mean. 

Table 2. Description of the PIMA Indian Diabetes Dataset 

Variable Name Data Type Mean 

Pregnancies Integer 3.84 

Glucose Integer 120.89 

Blood Pressure Integer 69.10 

Skin Thickness Integer 20.53 

Insulin Integer 79.79 
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BMI Float 31.99 

DPF Float 0.47 

Age Integer 33.24 

Outcome Integer 0.34 

The PIMA dataset exploration showed that, on average, participants have 3.84 pregnancies and a glucose level of 

120.89 mg/dL, indicating a risk for diabetes. The average blood pressure is 69.10 mm Hg, which falls within the normal 

range, while the mean BMI is 31.99, suggesting that most participants are obese, a known risk factor for diabetes. Skin 

thickness and insulin levels at an average of 20.53 mm and 79.79 mu U/ml, respectively, with considerable variability 

likely indicating diverse profiles. The diabetes pedigree function (DPF) mean is 0.47, reflecting a significant familial 

risk. The mean age of participants is 33.24 years, and 34% of them have diabetes, underscoring a high prevalence of 

the disease. These observations highlight the influence of multiple factors, such as obesity, high glucose levels, and 

family history, on diabetes prevalence in this population. 

3.2. Data Preprocessing 

The exploration step revealed the diversity of the column values in the PIMA dataset. Accordingly, the dataset 

underwent scaling using a min-max scaler to augment its overall quality and integrity. The min-max scaler is calculated 

as given in (1). The results of this scaler will be a value in the range [0-1], which unifies the variation of the columns 

in the dataset.  

x′ = (x − xmin) (xmax − xmin)⁄  (1) 

Min-max scaling is particularly useful to ensure that all features contribute equally, as the dataset does not follow a 

Gaussian distribution (see figure 2). In contrast, standard scaling, which standardizes data to have a mean of 0 and a 

standard deviation of 1, is more suitable for datasets with a Gaussian distribution. Normalization, which adjusts values 

to a standard range, can be less effective as there are outliers presented in the dataset. 

The outliers in the dataset are also highlighted using the box plot, as illustrated in figure 2. The insulin column seems 

to have some outliers that need to be processed. Besides, all columns in the PIMA dataset exhibited zero values, which 

forms errors in capturing or entering the data. These values were replaced with the median of the column to solve these 

issues. Replacing zero values with the median might seem simplistic, but it is a well-considered choice for the small 

dataset. Given the limited size of the dataset, removing outliers could lead to significant data loss, which is not 

desirable. The median is a robust statistic less sensitive to extreme values than the mean, making it an effective method 

for handling outliers without distorting the overall data distribution. Transforming outliers acknowledges their benefits, 

but the decision to use the median ensures that the integrity of the dataset is maintained while effectively managing 

outliers. 

 

Figure 2. Box-Plot of the PIMA Dataset 

3.3. Data Oversampling 

The PIMA dataset comprises 500 non-diabetic samples and 268 samples with diabetes, as illustrated in figure 3. The 

prevalent class imbalance introduces a potential bias in machine learning models favouring the majority class during 
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training. Accordingly, the Synthetic Minority Over-sampling Technique (SMOTE) and its extended SVM-SMOTE 

were implemented to oversample the minority class. These methods ease the class imbalance problem by generating 

synthetic instances for the minority class, thus fostering a more equitable training data distribution.  

 

Figure 3. Samples Distribution of the PIMA Dataset 

SVM-SMOTE extends the original SMOTE technique based on the support vectors generated by the SVM. The original 

SMOTE algorithm creates synthetic samples of the minority class by interpolating between existing minority class 

instances. SVM-SMOTE, however, combines SMOTE with Support Vector Machines (SVM) to improve the selection 

of samples for synthetic generation. First, the SVM classifier is trained to determine the support vectors that define the 

decision boundary between classes. These support vectors are then used to guide the generation of synthetic samples. 

The rationale is that support vectors are more informative for the classification task. Thus, generating synthetic samples 

near these vectors should improve the classifier’s performance on imbalanced datasets. As such, SVM-SMOTE results 

in improving overall model performance. The steps to implement SVM-SMOTE are described as follows: (1) Training 

the SVM: Train an SVM classifier on the training set to identify the support vectors and the decision boundary of the 

minority class. (2) Selecting Support Vectors: Identify the support vectors from the trained SVM that belong to the 

minority class. These vectors are crucial as they lie close to the decision boundary and represent the minority class 

well. (3) Generating Synthetic Samples: Apply SMOTE to the support vectors of the minority class. SMOTE works by 

selecting pairs of minority class samples, finding the line segment between them, and generating synthetic samples 

along this line. The synthetic samples are interpolated points between the existing minority class samples. (4) 

Incorporating Synthetic Samples: Add the generated synthetic samples to the original dataset. This step increases the 

representation of the minority class in the dataset, reducing the imbalance. (5) Re-training the Classifier: Train a new 

classifier on the augmented training set, which now includes both the original and synthetic samples. The increased 

representation of the minority class helps the classifier to predict minority class instances. 

3.4. Machine Learning Algorithms  

While various classifiers exist, three classifiers were selected for the proposed framework. The criteria for selection 

were 1) Robustness in performance and against overfitting, which can be achieved using an RF classifier. 2) Superior 

performance and ability to handle imbalanced datasets, which can be achieved using EXtreme Gradient Boosting 

(XGBoost) classifier. 3) An SVM classifier can achieve effectiveness in high-dimensional spaces and high performance 

with limited samples. (1) Random Forest (RF): The RF is an ensemble method consolidating the predictions from 

multiple decision trees into a singular outcome. RF excels in addressing both classification and regression challenges. 

The popularity of RF stems from its robust performance and the ability to handle complex datasets, making it a 

preferred choice in various domains. (2) Support Vector Machine (SVM): SVM is a machine-learning algorithm for 

classification and regression tasks. The primary goal of SVM is to find the optimal hyperplane that best separates 

different classes in the data space, ensuring a clear distinction between them. SVM is particularly effective in high-

dimensional spaces and excels when the margin between classes needs to be maximized. (3) EXtreme Gradient 

Boosting (XGBoost): The XGBoost is a high-performance machine-learning algorithm widely recognized for its 

predictive accuracy. Belonging to the ensemble learning family, XGBoost constructs a series of decision trees to refine 

predictions, highlighting efficiency through parallel processing and adept handling of missing data. 
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4. Experimental Results 

In the experiments, two goals were carried out: 1) exploring the significant factors that contribute to the development 

of diabetes as equivalent to feature selection in many developed frameworks. 2) Evaluate and compare the developed 

framework and the utilized machine learning models.  

4.1. Factors Significances 

As illustrated in table 3, the mean values for both non-diabetic and diabetic patients were calculated, revealing a 

substantial difference between these groups. The Fasting Plasma Glucose (FPG) was significantly elevated in 

individuals who developed diabetes compared to non-diabetic’s individuals. The average blood glucose was 141.2 for 

diabetic individuals and 109.9 for those without diabetes, resulting in a significant difference of 31. According to 

Sagesaka, et al. [20], this often happens at least ten years before the diagnosis of diabetes. This suggests that there are 

crucial indicators affecting the human body before a diabetes diagnosis, and without proper care, individuals may end 

up being diagnosed with diabetes. Besides, blood pressure is also higher in people with diabetes, and their insulin levels 

are markedly elevated, with a mean of 100.3 compared to 68.7 in those without diabetes, highlighting a difference of 

31.6. Additionally, older age groups may have a higher likelihood of developing diabetes. A comparison of diabetes 

and non-diabetics is illustrated in figure 4.  

Table 3. The Mean Difference Between Diabetic and Healthy Person 

Outcome Pregnancies Glucose 
Blood 

Pressure 

Skin 

Thickness 
Insulin BMI Age 

Diabetic 4.86 141.25 70.82 22.16 100.33 35.14 37.06 

Healthy 3.29 109.98 68.18 19.66 68.792 30.30 31.19 

 

 

Figure 4. Density Comparison between Diabetic and Non-Diabetic 

4.2. Classification Results  

The experiments were conducted by splitting the data into 80% and 20% for training and testing, respectively. As 

shown in figure 5, the results showed that the XGBoost combined with SVM-SMOTE for oversampling stands out 

with an impressive accuracy of 91%. Additionally, RF achieves an accuracy of 90.2%, showing its effectiveness. 

Notably, SVM with the Polynomial kernel also demonstrates low performance with an accuracy of 83.11%. Table 4 

illustrates the performance of these classifiers in terms of accuracy, precision, recall and F-measure. The results also 

showed that the proposed framework outperformed the existing approaches, as summarized in table 1. 
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As such, the proposed framework achieved an accuracy of 91% using the XGBoost classifier and SVMSMOTE. These 

results improved the accuracy compared to using classification without oversampling, which achieved an accuracy of 

90%, while the best results addressed in the literature were 85.5%. The proposed framework showed the best 

performance. As such, the proposed framework improves the results by approximately 6.4% compared to the existing 

frameworks. Besides, the proposed framework achieved the best f-measure using the XGBoost classifier and 

SVMSMOTE, equal to 0.879. The best recall was achieved using RF and SVMSMOTE, which was 0.931. Finally, the 

best precision was achieved using FR without oversampling, with a value of 0.918.  

 

Figure 5. Accuracy of Diabetes Prediction 

Table 4. Results of Diabetes Prediction 

Model Data Balancing Accuracy Precision Recall F-Measure 

RF 

- 89.00% 0.918 0.7750 0.841 

SMOTE 89.60% 0.860 0.8400 0.852 

SVMSMOTE 90.20% 0.831 0.9310 0.878 

SVM with 

Polynomial Kernel 

- 85.00% 0.807 0.7930 0.800 

SMOTE 84.40% 0.774 0.8280 0.800 

SVMSMOTE 83.11% 0.750 0.8276 0.787 

XGBoost 

- 90.00% 0.893 0.8630 0.877 

SMOTE 89.70% 0.847 0.8620 0.855 

SVMSMOTE 91.00% 0.879 0.8790 0.879 

5. Conclusion 

In conclusion, this study has demonstrated the significant impact of machine learning techniques, particularly Random 

Forest, SVM, and XGBoost, in predicting diabetes outcomes when combined with oversampling methods. Notably, 

XGBoost, in combination with SVM-SMOTE, achieved the highest accuracy of 91%. Besides, the proposed framework 

achieved the best f-measure using the XGBoost classifier and SVMSMOTE, equal to 0.879. The best recall was 

achieved using RF and SVMSMOTE, which was 0.931. Finally, the best precision was achieved using FR without 

oversampling, with a value of 0.918. Expanding the dataset size holds promise for uncovering deeper insights and 

refining predictive capabilities. This research underscores the potential of machine learning in revolutionizing diabetes 

management and highlights avenues for future exploration in this critical healthcare domain. Future work will focus 

on using other oversampling techniques to improve the results while experimenting with more classification and 

preprocessing algorithms. 
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