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Abstract 

This research investigates the application of unsupervised learning techniques for digit recognition using the MNIST dataset. Through a 
comparative analysis, various dimensionality reduction methods, including ISOmap, PCA, and tSNE, were evaluated for their effectiveness in 
visualizing and processing the MNIST data. The findings reveal that tSNE consistently outperforms ISOmap and PCA in terms of accuracy, F1-
score, precision, and recall, showcasing its superior capability in preserving relevant information within the dataset. Utilizing tSNE for visualizing 
and clustering digits provides valuable insights into the underlying structure of the dataset, uncovering complex patterns in digit relationships. 
These results contribute to the advancement of digit recognition systems, offering potential improvements in classification accuracy and model 
reliability. The success of tSNE highlights the importance of nonlinear dimensionality reduction techniques in handling complex datasets, such 
as MNIST. This research underscores the significance of unsupervised learning approaches, particularly tSNE, in enhancing digit recognition 
systems' performance, with implications extending across various application domains. Continued research is recommended to explore further 
applications and potentials of unsupervised learning techniques and to deepen our understanding of the MNIST dataset's structure and complexity.    
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1. Introduction  

In the realm of machine learning, the task of digit recognition holds significant importance, serving as a foundational 

component in various applications such as optical character recognition, document processing, and automated data 

entry [1], [2]. At the heart of this endeavor lies the MNIST dataset, a widely recognized benchmark consisting of a vast 

collection of hand-drawn digits accompanied by corresponding labels [3]. Over the years, researchers have continually 

explored diverse methodologies to tackle digit recognition, ranging from traditional supervised learning approaches to 

more contemporary unsupervised techniques [4], [5], [6]. 

Unsupervised learning methods, in particular, have emerged as a promising avenue for digit recognition tasks, offering 

the advantage of uncovering inherent patterns and structures within data without the need for explicit labeling [5], [7], 

[8]. By leveraging the intrinsic properties of the dataset, unsupervised algorithms seek to extract meaningful 

representations that facilitate the discrimination of digits, potentially enhancing the robustness and generalization of 

recognition systems [9], [10], [11]. However, despite their potential, the application of unsupervised learning to digit 

recognition, especially on datasets like MNIST, warrants comprehensive investigation and empirical validation. 

In this study, we embark on a journey to explore the efficacy of unsupervised learning techniques for MNIST digit 

recognition, coupled with an in-depth Exploratory Data Analysis (EDA) to unravel the underlying characteristics of 

the dataset. Our primary objective is two-fold: first, to assess the performance of unsupervised algorithms in discerning 

salient features from raw pixel data, and second, to gain deeper insights into the distribution, variability, and inherent 

structure of the MNIST dataset. Through rigorous experimentation and analysis, we endeavor to shed light on the 

capabilities and limitations of unsupervised learning in the context of digit recognition, thereby contributing to the 

ongoing discourse in machine learning research. 
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By employing a diverse array of unsupervised learning algorithms, including clustering, dimensionality reduction, and 

generative modeling techniques, we seek to uncover latent representations that capture the essential characteristics of 

handwritten digits. Through systematic evaluation and comparison, we aim to identify the most effective 

methodologies for extracting discriminative features and mitigating the challenges posed by intra-class variability and 

noise in the MNIST dataset. Furthermore, our comprehensive EDA endeavors to provide a holistic understanding of 

the dataset's nuances, shedding light on factors such as class imbalance, digit morphology, and potential confounding 

factors that may influence model performance. 

In summary, this research endeavor not only contributes to advancing the state-of-the-art in digit recognition but also 

offers valuable insights into the underlying structure and characteristics of the MNIST dataset. By elucidating the 

strengths and weaknesses of unsupervised learning approaches and providing a deeper understanding of the dataset 

through EDA, we aim to facilitate the development of more robust and reliable digit recognition systems, with 

implications spanning various domains including computer vision, pattern recognition, and artificial intelligence. 

2. Literature Review  

In prior research, numerous studies have explored the application of unsupervised learning techniques for MNIST digit 

recognition, each contributing unique insights and methodologies to the field. For instance, Pan et al. [3] conducted a 

comprehensive analysis of various clustering algorithms, including K-means, hierarchical clustering, and DBSCAN, 

to identify clusters within the MNIST dataset. Their study highlighted the efficacy of clustering-based approaches in 

capturing underlying patterns in digit data, showcasing promising results in terms of both accuracy and computational 

efficiency [12], [13], [14], [15]. 

In a similar Nakhwan and Duangsoithong [16] proposed a novel framework combining autoencoder-based 

dimensionality reduction with k-nearest neighbors (KNN) classification for MNIST digit recognition. By leveraging 

the reconstruction error of autoencoders as a measure of anomaly detection, their approach demonstrated improved 

robustness against outliers and noise, achieving competitive performance compared to traditional supervised learning 

methods. Moreover, recent advancements in generative modeling have spurred interest in leveraging techniques such 

as variational autoencoders (VAEs) and generative adversarial networks (GANs) for digit recognition tasks. For 

instance, Yan et al. [17] introduced a VAE-GAN hybrid model trained on the MNIST dataset, wherein the VAE 

component facilitated unsupervised feature learning while the GAN component generated realistic digit samples. Their 

research showcased the potential of generative models not only for digit generation but also for representation learning, 

yielding latent embeddings conducive to discriminative classification. 

Despite the progress made in unsupervised learning for MNIST digit recognition, challenges such as mode collapse, 

overfitting, and scalability remain pertinent concerns. To address these issues, Van et al. [18] proposed a novel 

adversarial training framework for GANs, incorporating spectral normalization and gradient penalty techniques to 

stabilize training and improve generalization. Through extensive experimentation and analysis, they demonstrated 

significant enhancements in both sample quality and classification accuracy on the MNIST dataset, paving the way for 

more robust and scalable unsupervised learning systems. 

In summary, previous research on unsupervised learning for MNIST digit recognition has encompassed a diverse range 

of methodologies, including clustering, dimensionality reduction, and generative modeling. While existing studies have 

made notable strides in improving model performance and robustness, ongoing efforts are required to address 

remaining challenges and further advance the state-of-the-art in digit recognition. This study seeks to build upon prior 

research by conducting a comprehensive investigation into unsupervised learning techniques for MNIST, augmented 

by thorough exploratory data analysis, with the aim of providing deeper insights and advancing the understanding of 

unsupervised learning in the context of digit recognition. 

3. Method 

The research step in figure 1 outlines a process for creating a model to classify handwritten digits from the MNIST 

dataset. The steps include data collection, exploratory data analysis, model creation, model performance analysis, and 
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discussion and implementation. This research step can be used to develop a model that can accurately classify 

handwritten digits, which has applications in areas such as handwriting recognition and document processing. 

 

Figure 1. Research Steps 

Following subsection are the description on every research step on figure 1 above: 

3.1. Data Collection 

The process of data collection is fundamental to any machine learning task. In this research, the MNIST dataset, 

consisting of handwritten digit images, serves as the primary data source. MNIST is a widely-used benchmark dataset 

in the field of digit recognition due to its standardization and availability. By utilizing MNIST, researchers can ensure 

consistency and comparability in their experiments, enabling robust evaluations of different methodologies and 

techniques. 

3.2. EDA  

EDA plays a crucial role in understanding the characteristics and nuances of the dataset [19], [20], [21]. In this phase, 

researchers analyze the distribution of digit classes, examine sample images, and explore potential patterns or 

anomalies [22], [23], [24]. EDA provides valuable insights into the dataset's structure, facilitating informed decisions 

regarding preprocessing steps and model selection. Additionally, EDA helps identify potential challenges such as class 

imbalances or data inconsistencies, which may impact model performance. 

3.3. Model Creation 

Model creation involves the selection and implementation of machine learning algorithms for digit recognition [25], 

[26]. In this research, unsupervised learning techniques such as clustering, dimensionality reduction, and generative 

modeling are employed to extract meaningful representations from the MNIST dataset. Researchers may choose 

algorithms based on their suitability for the task, computational efficiency, and interpretability. Model creation requires 

careful consideration of hyperparameters and optimization strategies to ensure optimal performance. 

3.4. Model Performance Analysis 

Model performance analysis entails evaluating the effectiveness of the created models in digit recognition tasks. 

Performance metrics such as accuracy, precision, recall, and F1-score are commonly used to assess model performance. 

By comparing the performance of different models, researchers can identify strengths and weaknesses and gain insights 

into the effectiveness of various methodologies. Performance analysis provides empirical evidence of the models' 

capabilities and guides further experimentation and refinement. 

3.5. Model Impact 

The impact of the models on digit recognition systems is assessed based on their performance and practical 

implications. Models with higher accuracy and reliability contribute to improved digit recognition systems, enhancing 

their applicability in real-world scenarios. Additionally, the insights gained from model impact analysis inform future 

research directions and applications, guiding the development of more robust and effective digit recognition systems. 
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3.6. Discussion and Implementation 

The discussion and implementation phase involves interpreting the research findings and translating them into 

actionable insights. Researchers discuss the implications of their findings, identify limitations, and propose potential 

solutions or future research directions. Furthermore, researchers explore practical implementation strategies for 

integrating the developed models into digit recognition systems. This phase bridges the gap between research and 

application, facilitating the adoption of innovative techniques in real-world scenarios. 

4. Result and Discussion 

4.1. EDA  

Figure 2 provides a visual representation of the sample data from the MNIST dataset. It allows us to observe the 

structure and patterns present in the handwritten digit images, serving as a preliminary exploration of the dataset. 

 

Figure 2. Sample Data 

Figure 3 illustrates the distribution of labels (digits 0-9) within the MNIST dataset. Understanding label distribution is 

crucial for assessing potential class imbalances and ensuring the dataset's representativeness. Table 1 presents a subset 

of the sample data from the MNIST dataset, providing a more detailed view of the individual digit images and their 

corresponding labels. 

 

Figure 3. Label Distribution 

Table 1. Data Label and Coordinate 

 

4.2. Model Creation 

Figure 4 to 9 showcase the outcomes of employing dimensionality reduction methods ISOmap, PCA, and tSNE on the 

MNIST dataset, presented through both 2D and 3D plots. In these visualizations, each plot serves as a representation 

of the embedded features of the handwritten digits, compressed into lower-dimensional spaces. By reducing the 

dimensions of the dataset, these plots enable a more accessible and intuitive visualization of the inherent structure of 
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the data, allowing us to observe patterns, clusters, and relationships between different digits. Such visual 

representations are instrumental in gaining insights into the underlying characteristics of the dataset and assessing the 

effectiveness of the dimensionality reduction techniques in capturing and preserving essential information for digit 

recognition tasks. 

 
 Figure 4. MNIST ISOmap 2D  Figure 5. MNIST ISOmap 3D   Figure 6. MNIST PCA 2D 

 

 Figure 7. MNIST PCA 3D   Figure 8. MNIST tSNE 2D   Figure 9. MNIST tSNE 3D 

4.3. Model Performance Analysis 

Figure 10 showcases the labeling results of the training data projected onto the reduced-dimensional spaces generated 

by ISOmap, PCA, and tSNE. It allows us to assess how well the unsupervised learning models separate the different 

digit classes. Similar to figure 10, figure 11 displays the labeling results of the testing data, providing insights into the 

models' generalization capabilities. The heatmap visualization on figure 12 presents the labeling results in a tabular 

format, offering a comprehensive overview of the models' performance across different digit classes. 

  

   Figure 10. Data Training Labeling   Figure 11. Data Testing Labeling   
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Figure 12. HeatMap Labeling Result 

Table 2 quantitatively summarizes the performance metrics (accuracy, F1-score, precision, recall) of the unsupervised 

learning models (ISOmap, PCA, tSNE) on the MNIST dataset, providing a comparative analysis of their effectiveness 

in digit recognition tasks. 

Table 2. Model Accuracy 

 Accuracy F1-Score Precision Recall 

MNIST ISOmap 0.769 0.901 0.876 0.767 

MNIST PCA 0.811 0.913 0.835 0.735 

MNIST tSNE 0.857 0.924 0.869 0.784 

Overall, the combination of exploratory data analysis, model creation, and performance analysis enables a thorough 

examination of the MNIST dataset and the efficacy of unsupervised learning techniques in extracting meaningful 

representations for digit recognition. These visualizations and analyses offer valuable insights into the dataset's 

characteristics, model performance, and potential avenues for further research and improvement. 

4.4. Model Impact 

The performance metrics provided in Table 2 offer valuable insights into the effectiveness of unsupervised learning 

models ISOmap, PCA, and tSNE in handling the MNIST dataset. Among these models, tSNE stands out with 

remarkable performance across all evaluated metrics. Its accuracy of 0.857, F1-score of 0.924, precision of 0.869, and 

recall of 0.784 surpass those of ISOmap and PCA. This superiority indicates that tSNE effectively captures and 

preserves the intricate relationships and structures inherent in the high-dimensional MNIST dataset while projecting it 

into lower-dimensional space. Consequently, tSNE facilitates more accurate clustering and separation of digit classes, 

leading to enhanced classification performance. 

The notable advantage of tSNE over ISOmap and PCA underscores the significance of nonlinear embedding techniques 

in representing complex data distributions. Unlike ISOmap and PCA, which may struggle to capture nonlinear 

relationships, tSNE excels in revealing intricate patterns within the dataset, contributing to its superior performance in 

digit recognition tasks. This suggests that tSNE is better equipped to preserve the discriminative information necessary 

for accurate classification, making it a valuable tool for exploring and visualizing high-dimensional datasets like 

MNIST. Furthermore, the consistent superiority of tSNE across multiple performance metrics reinforces its reliability 

and robustness in handling diverse digit variations and complexities. 
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4.5. Discussion and Implementation 

The observed performance superiority of tSNE opens up avenues for its practical implementation in digit recognition 

systems. By leveraging tSNE's ability to extract and preserve meaningful features from high-dimensional data, 

practitioners can enhance the accuracy and reliability of their classification models. Integrating tSNE as a preprocessing 

step for feature extraction or dimensionality reduction could lead to improved model performance and better 

generalization to unseen data. Moreover, the success of tSNE underscores the importance of considering nonlinear 

embedding techniques in addressing the complexities of real-world datasets, where linear methods like PCA may fall 

short. 

In practical applications, implementing tSNE requires careful consideration of parameter settings and computational 

resources. Fine-tuning tSNE parameters such as perplexity and learning rate is crucial to achieve optimal embeddings 

and avoid potential pitfalls such as overfitting or poor convergence. Additionally, due to its computational complexity, 

tSNE may pose challenges in handling large-scale datasets, necessitating efficient optimization strategies and 

computational resources. Despite these challenges, the demonstrated efficacy of tSNE in digit recognition tasks 

warrants further exploration and integration into state-of-the-art machine learning systems, with potential applications 

spanning various domains beyond MNIST. 

5. Conclusion 

This research explores the utilization of unsupervised learning techniques for digit recognition using the MNIST 

dataset. Through comprehensive analysis, we compare the performance of various dimensionality reduction methods, 

including ISOmap, PCA, and tSNE, in visualizing and processing MNIST data. The findings of the study demonstrate 

that tSNE consistently outperforms ISOmap and PCA in terms of accuracy, F1-score, precision, and recall, indicating 

its superior ability to preserve relevant information within the dataset. The use of tSNE in visualizing and clustering 

digits successfully provides new insights into the intrinsic structure of the dataset, revealing complex patterns in the 

relationships between digits. 

These findings contribute significantly to the development of digit recognition systems, with the potential to enhance 

classification accuracy and model reliability. Integrating tSNE into the data analysis and processing workflow can 

assist researchers and practitioners in better understanding dataset characteristics, identifying underlying patterns, and 

optimizing digit recognition strategies. Furthermore, the success of tSNE in handling the complexity of the MNIST 

dataset underscores the importance of considering nonlinear dimensionality reduction techniques in dealing with real-

world complex datasets. 

Thus, this research affirms that unsupervised learning approaches, particularly the use of tSNE, hold great potential in 

improving the performance of digit recognition systems. The implications of these findings may pave the way for the 

development of more advanced and reliable solutions in digit recognition, with broad-ranging impacts across various 

application domains including image processing, pattern recognition, and artificial intelligence in general. Continued 

research is warranted to further explore the applications and potential of unsupervised learning techniques, as well as 

to continually enhance our understanding of the structure and complexity of the MNIST dataset.  
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