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Abstract 

This research delves into the influence of discount strategies on consumer ratings within the e-commerce landscape, particularly on Amazon. A 
logistic regression model assessed how discount percentages and product categories affect consumer ratings. The study followed a rigorous 
methodology, beginning with comprehensive data collection across diverse product categories on Amazon. This was succeeded by a detailed 
exploratory data analysis (EDA), data preprocessing, and subsequent model building. The model was then subjected to an extensive evaluation 
process, encompassing accuracy, precision, recall, F1-score, and ROC-AUC metrics. The evaluation revealed that the model achieved an accuracy 
of 74.94%, a precision of 72.69%, and a recall of 74.94%. The F1 score was calculated at 69.26%, and the ROC-AUC score was notably 78.24%. 
These metrics underscore the model’s capability to accurately predict consumer ratings influenced by discount strategies. Key findings 
highlighted the significant predictive power of discount percentages and specific product categories, particularly 'Home & Kitchen', suggesting 
a complex relationship between discounts, product types, and consumer responses. Theoretically, the study enriches the understanding of 
consumer behavior in e-commerce, highlighting the nuanced impact of discount strategies on consumer satisfaction, especially in online retail 
contexts. For e-commerce businesses and marketers, the findings underscore the importance of strategically employing discount strategies and 
tailoring marketing approaches to specific product categories. This study emphasizes managing customer expectations and maintaining product 
quality alongside discounts. This research provides valuable insights for optimizing e-commerce strategies and paves the way for future 
investigations. It opens up avenues for further exploration into factors like product quality, brand reputation, shipping times, and the potential of 
consumer segmentation and sentiment analysis in enhancing marketing effectiveness. The study marks a significant contribution to the field by 
linking discount strategies with consumer ratings, using advanced data analytics to inform e-commerce practices in the digital age.   
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1. Introduction  

E-commerce has significantly evolved to become a significant driver in the global economy, impacting both developed 

and developing nations. In [1] emphasize its potential to foster the growth of SMEs, particularly in regions like China 

and Asia, propelled by cross-border e-commerce [2], [3], [4]. The pandemic has further accelerated this growth, 

integrating e-commerce into various industries [5]. The Indian market, for example, is expected to reach remarkable 

valuations, suggesting a strong link between e-commerce activities and economic growth [6], [7], [8]. 

Technological adoption within e-commerce, crucial in developing countries, hinges on digital readiness, affecting 

factors like ease of use and attitudes toward e-commerce [9], [10]. Concurrently, the role of data science in e-commerce 

has expanded significantly, with big data analytics and AI reshaping the online retail landscape. This is well-articulated 

by [11], [12], who explore the application of big data from both vendor and customer perspectives. The pandemic 

highlighted the need for data science in marketing, calling for practical strategies for competitive advantages [13]. The 

governance and ethical considerations of data management in e-commerce platforms are also crucial aspects of this 

evolution [14], [15], [16]. 

Additionally, product reviews have become vital in e-commerce for understanding customer satisfaction. Techniques 

like text mining and sentiment analysis, as used by [17], [18], extract insights from online reviews, emphasizing user 

experiences on platforms like Airbnb and Amazon. These methods offer a nuanced understanding of customer 

preferences, which is crucial for enhancing products and services [17], [18], [19]. The strategic implementation of 
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discounts reveals the balance e-commerce platforms must maintain in consumer loss aversion and repurchase 

intentions, illustrating the profound impact of discounts on consumer behavior [20], [21]. 

Analyzing discount strategies in e-commerce is paramount for understanding consumer behavior and optimizing sales 

strategies. In [22] demonstrate how price discounts can significantly elevate sales volumes in social e-commerce, 

reflecting the interactive nature of online consumers. This is complemented by [23], who show the positive impact of 

discounts on customer selection, interest, and satisfaction, especially in sectors like food ordering. In [24] delve into 

the influence of online deals and discounts on consumer purchase behavior, emphasizing the vital role of discounting 

in guiding consumer choices and online purchasing trends. 

These studies highlight the necessity for e-commerce platforms to comprehend and strategically implement discounts 

to boost consumer satisfaction and sales. In [25], the influence of demographic factors like age and gender on consumer 

behavior toward online discounts is investigated, uncovering complex aspects of consumer psychology. Similarly, [26] 

explores Indian consumers' attitudes towards online discounts, suggesting the potential of such strategies to convert 

traditional shoppers into online buyers. This underscores the ability of discounts to not only drive sales, expand the 

consumer base, and foster loyalty. 

Furthermore, the role of tailored online promotions in driving purchase intent, as indicated by [26], [27] research on 

the drivers of online purchase intention, such as promotion, word of mouth, and consumption rituals, showcases the 

diverse impact of discount strategies. These findings are invaluable for e-commerce businesses in crafting competitive 

discount policies that attract consumers and enhance their shopping experience. The studies establish a clear connection 

between discount strategies and consumer behavior, emphasizing the need for e-commerce platforms to leverage data 

science and analytics to optimize these strategies. 

The realm of discount strategies and their influence on consumer behavior and purchasing decisions has been 

extensively explored in various studies. In [20] acknowledge the effectiveness of discounts in driving consumer buying 

behavior. In [28] delve into the correlation between consumer types and discount strategies, shedding light on their 

effect on supplier profitability and e-commerce platform choices. Moreover, [21] investigates the impact of sales 

promotion strategies on consumers' purchasing decisions, including discounts and gift-giving, revealing the 

psychological aspects of consumer response to discounting. In [29], [30] further examine the multifaceted influences 

of discount pricing on consumer behavior, particularly post-purchase perceptions and loss aversion. 

These studies are complemented by [31], who explore the effects of quoted discounts and historical promotions on 

consumer valuations, a crucial aspect for marketers in optimizing discount strategies. In [32] highlights the role of 

dynamic pricing strategies, especially during economic downturns, and their impact on consumer behavior. In [33] 

discuss the targeted discounts aimed at specific consumer groups, such as older people and children, and how these 

strategies can sway purchasing decisions. In [34], it emphasizes the importance of modeling loss-averse consumer 

behavior in the context of dual-channel supply chain pricing strategies. 

This literature review underscores the complex and dynamic relationship between discount strategies and consumer 

behavior. It highlights the intricate link between these strategies, consumer psychology, and decision-making 

processes, pivotal in e-commerce success and customer satisfaction. The review also indicates the diverse 

methodologies employed in these studies, ranging from empirical analyses to theoretical models, providing a 

comprehensive understanding of the subject matter. 

While the existing literature provides extensive insights into the dynamics of discount strategies and consumer 

behavior, there are notable gaps, particularly in applying advanced data analytics to understand the relationship between 

discounts and consumer ratings on platforms like Amazon. 

Firstly, much of the current research focuses on the immediate impact of discount strategies on sales volumes and 

consumer purchasing behavior. However, more in-depth studies need to analyze the long-term effects of discounts on 

consumer loyalty and satisfaction ratings. This includes a need for a comprehensive analysis of how repeated discount 

exposure might alter consumer perceptions of value and quality over time. 

Secondly, while studies like those of [22], [23] touch upon the effects of discounts on consumer behavior, there is a 

gap in research that systematically integrates and analyzes large-scale consumer data using advanced machine learning 
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techniques, such as deep learning, to predict consumer ratings. Such approaches can offer more nuanced insights into 

the varying impact of discounts across different product categories and demographic segments. 

Thirdly, the existing literature predominantly relies on conventional statistical methods for data analysis. The potential 

of more sophisticated data science methodologies, including logistic regression and predictive analytics, to unravel 

complex patterns within consumer ratings in response to discount strategies still needs to be explored. This includes 

exploring how external factors, like economic trends and social media influence, influence discount strategies in 

shaping consumer ratings. 

Finally, there is a need for more empirical studies that specifically examine the unique dynamics of e-commerce 

platforms like Amazon. Given Amazon's diverse product range, customer base, and intricate rating system, 

understanding how its specific discount strategies affect consumer ratings can offer valuable insights for e-commerce 

businesses. Addressing these gaps requires a blend of advanced data analytics, longitudinal study designs, and 

platform-specific research to deepen our understanding of how discount strategies influence consumer ratings, 

particularly in the ever-evolving context of online retail platforms like Amazon. 

The central research question for this study is, "How do discount strategies impact consumer ratings on an e-commerce 

platform, as analyzed through logistic regression?" This question aims to unravel the nuanced relationship between the 

strategic application of discounts and the resultant consumer ratings on an e-commerce platform like Amazon. It 

acknowledges the complexity inherent in consumer responses to discounting and seeks to quantify this relationship 

using logistic regression. This data-driven approach aims to establish a correlation and predict the impact of varying 

discount strategies on consumer ratings. By focusing on logistic regression, the study intends to leverage its capabilities 

in handling categorical data and providing probabilistic predictions, particularly suited for understanding consumer 

rating behaviors. 

With this rapid growth, e-commerce has become a crucial sales channel and a battleground for innovative and 

competitive marketing strategies. One of the most pivotal strategies in the e-commerce landscape is discounts. As a 

marketing tool, discounts can influence consumer behavior and purchasing decisions. Concurrently, consumer ratings 

serve as critical indicators reflecting the success or shortcomings of these discount strategies. This study aims to delve 

deeper into how discount strategies impact consumer ratings in e-commerce, providing new insights into the interplay 

between marketing tactics and consumer response in the digital era.   

2. Literature Review 

2.1. Customer Behavior 

Consumer behavior refers to the study of individuals and organizations and how they select, buy, use, and dispose of 

goods and services. It is a crucial aspect of marketing that helps businesses understand the factors influencing 

consumers' decisions. The first factor influencing consumer behavior is cultural influences. Cultural factors such as 

values, beliefs, customs, and lifestyles shape consumers' preferences and choices. For example, cultural differences 

between regions or countries may lead to variations in product preferences and consumption patterns. 

Another key aspect of consumer behavior is psychological influences. This involves understanding the mental 

processes and emotions that drive consumer decisions. Factors like perception, motivation, learning, and attitude play 

significant roles in shaping how individuals perceive and respond to marketing stimuli. For instance, a positive attitude 

towards a brand may lead to brand loyalty, while negative perceptions can deter consumers from making a purchase. 

Social influences also play a crucial role in shaping consumer behavior. People are social beings, and their choices are 

often influenced by family, friends, and other reference groups. Social factors include reference groups, family, social 

roles, and status. For instance, a consumer might choose a particular brand or product because it aligns with the 

preferences of their social circle or fulfills a specific social role. 

Furthermore, personal factors such as age, gender, income, and lifestyle also contribute to consumer behavior. Age, for 

example, may impact product preferences, with different age groups having distinct needs and preferences. Income 

levels can influence the affordability of certain products, while lifestyle choices can determine the types of products 

and brands that align with an individual's values and interests. 
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In conclusion, consumer behavior is a multifaceted field influenced by cultural, psychological, social, and personal 

factors. Understanding these factors is essential for businesses to develop effective marketing strategies and cater to 

the diverse needs and preferences of their target audience. By gaining insights into consumer behavior, businesses can 

create products, services, and marketing campaigns that resonate with their customers and build long-lasting 

relationships with them. 

2.2. Logistics Regression 

Logistic Regression is a statistical method widely used for binary classification problems, where the outcome variable 

has two possible categories. Unlike linear regression, which predicts a continuous outcome, logistic regression predicts 

the probability of an observation belonging to a particular category. This method is particularly valuable in situations 

where the dependent variable is dichotomous, such as predicting whether an email is spam or not, or whether a patient 

has a certain medical condition. 

One key aspect of logistic regression is the logistic function, also known as the sigmoid function, which transforms the 

output of the linear equation into a range between 0 and 1. This is crucial for interpreting the results as probabilities. 

The logistic regression model estimates the relationship between the independent variables and the log-odds of the 

outcome, providing insights into the odds of an event occurring. The model is trained using a process called maximum 

likelihood estimation, which aims to maximize the likelihood of observing the given set of outcomes based on the 

estimated probabilities. 

Logistic regression offers several advantages, such as simplicity, interpretability, and efficiency in situations with a 

binary outcome. It is less susceptible to overfitting compared to more complex models and requires relatively small 

amounts of data for effective training. However, it is important to note that logistic regression assumes a linear 

relationship between the independent variables and the log-odds of the outcome, which may not always hold true in 

real-world scenarios. 

Despite its strengths, logistic regression has limitations. It may struggle with nonlinear relationships and interactions 

between variables. Additionally, it is not well-suited for problems with multiple categories in the dependent variable. 

In such cases, alternative techniques like multinomial logistic regression or other classification algorithms may be more 

appropriate. Overall, logistic regression is a powerful tool in the data scientist's toolkit, particularly when dealing with 

binary classification problems and a need for interpretable results. 

2.3. Data Science on Online Retail 

Data Science plays a crucial role in the realm of online retail, leveraging advanced analytics and algorithms to extract 

meaningful insights from vast datasets. Firstly, data science is instrumental in understanding customer behavior. By 

analyzing online shopping patterns, preferences, and purchase histories, retailers can tailor their marketing strategies 

and personalize the shopping experience. This leads to more effective targeted advertising and recommendations, 

ultimately enhancing customer satisfaction and loyalty. 

Data science helps optimize inventory management. Through predictive analytics, retailers can forecast demand more 

accurately, ensuring that products are stocked in sufficient quantities and reducing the likelihood of overstock or 

stockouts. This not only improves operational efficiency but also contributes to cost savings and increased profitability. 

Moreover, machine learning algorithms can identify trends and patterns in sales data, aiding retailers in making 

informed decisions about product assortment and pricing strategies. 

Fraud detection is a critical aspect of online retail, and data science provides powerful tools for identifying and 

preventing fraudulent activities. Advanced algorithms analyze transaction data, looking for anomalies and patterns 

associated with fraudulent behavior. This proactive approach helps protect both customers and retailers, fostering a 

secure online shopping environment. 

Data science contributes to the enhancement of the user experience on online retail platforms. By analyzing customer 

feedback, website navigation patterns, and user interactions, retailers can make data-driven improvements to their 

websites or mobile apps. This leads to a more seamless and enjoyable shopping experience, encouraging customers to 

spend more time on the platform and increasing the likelihood of conversions. 
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The application of data science in online retail is multifaceted, impacting various aspects of the business. From 

understanding customer behavior to optimizing inventory management, detecting fraud, and enhancing the user 

experience, data science is a powerful tool that enables retailers to stay competitive in the dynamic and evolving 

landscape of e-commerce. As technology continues to advance, the role of data science in online retail is expected to 

grow, providing retailers with increasingly sophisticated tools to thrive in the digital marketplace.  

3. Method 

The research adopted a quantitative design, utilizing logistic regression analysis to investigate the impact of discount 

strategies on consumer ratings on Amazon. Logistic regression was chosen due to its proficiency in analyzing binary 

outcomes, which aligns with the study’s objective of categorizing consumer ratings into distinct classes. This method 

is particularly effective in examining the relationships and impacts of multiple independent variables, like discount 

percentages and product categories, on a categorical dependent variable, like consumer ratings. Its ability to handle 

multiple predictors simultaneously makes logistic regression well-suited for exploring the intricate dynamics of 

consumer rating patterns in e-commerce. The model-building process encompassed exploratory data analysis for 

variable selection, data cleaning for missing values and outliers, and data transformation to fit logistic regression 

requirements. The model’s performance was rigorously evaluated using accuracy, precision, recall, F1-score, ROC-

AUC, and cross-validation to affirm its robustness and generalizability. 

3.1. Data Collection 

Data for the study was meticulously collected from Amazon, a leading e-commerce platform, ensuring a diverse and 

representative dataset. The data encompassed various product categories, with a particular emphasis on those often 

subject to discounts. Detailed discount information, including original and discounted prices and the discount 

percentage, was a crucial part of the dataset. This information was central to analyzing the influence of discount levels 

on consumer ratings.  

3.2. Exploratory Data Analysis (EDA) 

Following data collection, an exploratory data analysis was conducted. This step thoroughly examined the dataset's 

structure, including the distribution of key variables like discount percentages and consumer ratings. The EDA aimed 

to identify initial patterns, anomalies, and relationships in the data, providing a foundation for more in-depth analysis 

and model building. 

The Exploratory Data Analysis (EDA) for this study, which focused on the impact of discount strategies on Amazon's 

consumer ratings, involved identifying key data trends and potential anomalies. Initially, the dataset's structure and 

variable types were examined, including the number of rows and columns and the categorization of variables. This 

phase also entailed a preliminary understanding of critical variables such as product categories and discount 

information. 

The Amazon product reviews dataset was structured with 1,467 rows and 16 columns, encompassing a diverse range 

of information pertinent to product listings, user interactions, and review details. The data types within the dataset were 

diverse, reflecting the multifaceted nature of e-commerce data. Specifically, the dataset included the following types: 

a) Object (String) was predominant in fields capturing textual or categorical data, such as product_id, product_name, 

category, rating, about_product, user_id, user_name, review_id, review_title, review_content, img_link, and 

product_link. These fields provide detailed descriptive data about the products, users, and reviews; b) Float64 as 

Numerical data were represented in this format, including fields like discounted_price, actual_price, 

discount_percentage, and rating_count. These fields offer quantitative insights into pricing, discounting strategies, and 

user engagement metrics. 

Upon an initial inspection of the dataset, several potential features for modeling were identified and categorized based 

on their data types and the nature of the information they represent a) Numerical Features, such as discounted_price, 

actual_price, discount_percentage, and rating_count were identified as numerical features. Although the rating is 

intrinsically a numerical measure, it was listed as an object type in the dataset, likely due to inconsistent formatting or 

the inclusion of non-numeric characters; b) Categorical Features, identifiers, and classificatory information, such as 
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product_id, product_name, and category, were classified as categorical features. These features provide a basis for 

grouping, segmenting, or filtering the data in various analyses; c) Textual Features, descriptive fields containing free-

form text, including about_product, review_title, and review_content, were noted as textual features. These fields hold 

rich qualitative information that could be leveraged for sentiment analysis, topic modeling, or feature extraction; and 

d) Others, Additional fields, such as user_id, user_name, review_id, img_link, and product_link, were also part of the 

dataset. While not directly related to product features or user ratings, these fields could provide auxiliary information 

for user-centric analyses or content linkage. 

Addressing missing values was a critical step, with strategies like imputation or removal being implemented based on 

the nature and extent of missing data. While preparing the dataset for analysis, it was noted that it presented missing 

values across several columns. An examination of the dataset revealed missing values in various columns, ranging 

from product identifiers and categories to pricing details and review content. Specifically, columns such as product_id, 

product_name, category, discounted_price, actual_price, discount_percentage, rating, rating_count, about_product, 

user_id, user_name, review_id, review_title, review_content, img_link, and product_link had missing values, with 

most columns missing 2 values and rating_count missing 4.  

To address this, a strategic approach was adopted for handling the missing values, tailored to the nature of the data in 

each column. For categorical and textual data such as product_id, product_name, category, about_product, user_id, 

user_name, review_id, review_title, review_content, img_link, and product_link, the chosen strategy was to impute 

with the mode, representing the most frequent value, or to use a placeholder value like "Unknown". This approach 

aimed to preserve data integrity and ensure consistency in categorical and textual features. The rating column, a mixed-

type data field appearing as a numeric variable but listed as an object, required a more nuanced approach. Ultimately, 

the decision was made to remove all rows containing missing values from the dataset. This led to a cleaned dataset 

comprising 1,463 rows and 16 columns, indicating the removal of only 4 rows due to missing values. This careful and 

strategic handling of missing data ensured that the dataset was now suitably prepared, devoid of missing values, and 

ready for the subsequent in-depth analysis and preprocessing steps. This approach balances data integrity and the 

practical necessity of a complete dataset for robust analysis. 

The following step is the distribution of key variables visualized to understand the underlying trends and patterns, 

providing valuable insights into the dataset's characteristics. The visualization is shown in Figure 1 below. 

 

Figure 1. Distribution Plot of Key Variables 
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The distribution of the Discounted Price showed a right-skewed trend, where most of the values were concentrated in 

the lower price range. This indicates that many products are available at lower discounted prices, with fewer products 

having higher discounted prices. Similarly, the Actual Price distribution also exhibited a right-skewed nature, 

suggesting that products with lower actual prices are more common than those with higher prices. This skewness in 

pricing data indicates a wider range of lower-priced products on the platform.  

The Discount Percentage distribution presented more variability compared to the price distributions. Despite the 

variety, there was a noticeable concentration of values in specific ranges, hinting at typical discount percentages applied 

by sellers. This pattern might reflect standard discounting practices or promotional strategies in the e-commerce 

marketplace. The Rating Count displayed a right-skewed distribution, suggesting that while most products have a 

relatively low count of ratings, there are a few products with a significantly high count of ratings. This skewness might 

be attributed to varying levels of customer engagement or product popularity. The distribution of Ratings was 

particularly intriguing. The concentration of product ratings in specific categories revealed standard ratings given by 

users, a characteristic often observed in product ratings where certain rating levels (like 4 or 5 stars) are more frequently 

assigned by customers. 

The observations regarding skewness and unusual distributions in these numerical variables – discounted_price, 

actual_price, discount_percentage, and rating_count – highlight a common trend of right-skewed distributions. Such 

skewness could potentially impact the performance of predictive algorithms and might necessitate data transformation 

or normalization to ensure that the data conforms to the assumptions of the analytical models used. In the case of the 

rating variable, which was treated as categorical for this analysis, the concentration in specific rating values underscores 

typical consumer rating behavior. Understanding this pattern is crucial for businesses aiming to interpret customer 

feedback and improve product offerings based on consumer ratings. These visualizations and observations serve as a 

foundation for further analysis, enabling a more nuanced understanding of the data and guiding the subsequent steps 

in the modeling process. 

In the correlation analysis of the numerical variables within the dataset, intriguing relationships were uncovered, 

providing valuable insights for model construction and feature selection. The visualization of the correlation analysis 

is shown in Figure 2 below 

 

Figure 2. Correlation Matrix of Numerical Variables 

A high positive correlation of 0.96 was observed between the Discounted and Actual Prices. This strong correlation 

suggests a direct relationship where, typically, as the actual price of a product increases, its discounted price tends to 

increase proportionately. However, the implication of this finding is significant for model building. The high 

correlation indicates a potential multicollinearity issue if both variables are included in a predictive model, as they 

provide overlapping information that could affect the model's performance. 



Journal of Applied Data Sciences 

Vol. 5, No. 1, January 2024, pp. 158-172 

ISSN 2723-6471 

165 

 

 

 

A slightly negative correlation of -0.12 was observed between Actual Price and Discount Percentage. This implies that 

products with higher actual prices tend to have slightly lower discount percentages, though the strength of this 

correlation is not profound. This suggests that the actual price of a product does not significantly influence the discount 

percentage applied, indicating that these variables can potentially be considered independently in predictive modeling. 

When examining the Rating Count's relationship with Discounted and Actual Price, very weak negative correlations 

of -0.03 and -0.04 were noted. This finding implies a very slight tendency for products with higher prices to have fewer 

ratings, but the strength of this relationship is not strong enough to suggest a significant influence. This indicates that 

price and rating count can be independently considered in a model without the concern of strong interdependence. 

The analysis of categorical variables within the dataset, mainly their frequency and relationship with the target variable 

'rating', unveiled several key insights instrumental for model building and understanding consumer behavior. The 

visualization is shown in Figure 3 below 

 

Figure 3. Distribution of Ratings and Categories Plot 

In the frequency analysis of different categories, it was observed that certain categories, notably 'Computers & 

Accessories', 'Electronics', and 'Home & Kitchen' appliances, were more prevalent in the dataset. Specifically, the 

'Computers & Accessories | Accessories & Peripherals | Cables & Accessories | Cables | USB Cables' category emerged 

as the top category with 231 occurrences, highlighting its prominence in the dataset. 

Similarly, the Product ID and Product Name variables analysis revealed that certain products and product names 

appeared more frequently than others. For instance, the product ID 'B07JW9H4J1' was noted to appear 3 times, and 

the product name 'Fire-Boltt Ninja Call Pro Plus 1.83" Smart Watch' was recorded 5 times. This repetition of certain 

products and product names indicates their recurring presence in the dataset, which might reflect their popularity or 

prevalence. 

The distribution of the target variable, 'rating', revealed a tendency towards higher ratings, with the most frequent rating 

being 4.1, followed by 4.3 and 4.2. This distribution showed a concentration in the range of 4.0 to 4.3, suggesting that 

most products tend to receive good ratings. This trend indicates general consumer satisfaction with the products listed 

in the dataset. 

While the categorical data analysis provided valuable insights into the frequency of categories and the distribution of 

ratings, it's important to note the limitations of this analysis. The analysis does not directly reveal the relationship 

between the categorical variables and the rating. Advanced techniques such as Chi-Square tests or logistic regression 

with categorical predictors could be employed to delve deeper into this relationship. Additionally, due to the large 

number of unique categories and products, the analysis was focused on the top occurrences, potentially omitting 

insights from less common but equally significant categories. 

3.3. Data Preprocessing 

The data preprocessing phase, integral to preparing the dataset for logistic regression analysis, involved several steps 

to ensure data quality and appropriateness for the model. The initial focus was on data cleaning, beginning with 



Journal of Applied Data Sciences 

Vol. 5, No. 1, January 2024, pp. 158-172 

ISSN 2723-6471 

166 

 

 

 

identifying and handling missing values across the dataset. Strategies like imputation for numerical data, where missing 

values were substituted with mean or median values, and modes or placeholder values for categorical data were 

employed.  

Outlier detection formed a critical part of the data analysis process in this study, with the Interquartile Range (IQR) 

method employed to identify outliers across various numerical variables in the dataset. Specifically, 217 outliers were 

detected for the Discounted Price, while the Actual Price had 213 outliers. Interestingly, the Discount Percentage 

variable had no outliers, and the Rating Count had 141 outliers. The presence of these outliers required careful 

consideration regarding handling them to ensure the integrity and validity of the subsequent analysis. 

Retaining outliers in the dataset was driven by recognizing that these outliers might represent genuine variations in the 

data rather than errors or anomalies. In e-commerce data, where extreme values can often carry significant meaning, 

such as luxury or highly discounted products, retaining outliers is a valid approach that can provide a more accurate 

representation of the real-world scenario.  

Duplicate entries in the dataset can compromise the accuracy of the analysis, and hence, a thorough check for duplicates 

was conducted. Initially, the dataset comprised 1,463 rows. After the check, the number of rows remained unchanged 

at 1,463, confirming that no duplicates were present in the dataset. This verification ensured that each entry in the 

dataset was unique and contributed distinct information to the analysis. 

The 'rating' column was also carefully examined for non-numeric or unexpected values. Given the quantitative nature 

of ratings, ensuring that this column contained only numeric values was crucial. Non-numeric values identified in the 

'rating' column were converted to NaN (Not a Number), and the corresponding rows were subsequently removed from 

the dataset. This step was taken to maintain the consistency and reliability of the data, particularly in preparation for 

numerical analysis and modeling. Initially, the dataset had 1,463 rows, and after this correction, one row was removed, 

resulting in a total of 1,462 rows. 

The feature engineering phase of the study introduced new features into the dataset aimed at enhancing the logistic 

regression model's performance by capturing additional aspects of the data that might be relevant for predicting the 

target variable. 

One of the significant additions was the creation of the Price Range feature. This new categorical variable was derived 

from the actual_price and involved categorizing products into distinct price ranges such as 'Very Low', 'Low', 

'Moderate', 'High', 'Very High', and 'Luxury'. The introduction of this feature was driven by the notion that different 

pricing tiers might have varying impacts on consumer ratings. By categorizing products into these price ranges, the 

model can distinguish between different pricing tiers, potentially offering more nuanced insights into how pricing 

influences consumer ratings. 

Encoded price range variables were created to integrate this categorical variable effectively into the logistic regression 

model. These dummy variables were formulated as binary variables corresponding to each category in the price range 

(for instance, price_Very Low, price_Low, etc.). This transformation allows the logistic regression model to 

systematically incorporate the effect of different price ranges, ensuring that the model can recognize and utilize the 

nuanced information these price tiers provide. 

Another insightful feature that was engineered is the Discount Indicator named discounted. This binary feature indicates 

whether a product is discounted, with a value of 1 assigned if the discount_percentage is greater than 0, and 0 otherwise. 

The rationale behind this feature is to capture the presence of a discount explicitly, acknowledging that the availability 

of a discount could be a significant factor influencing consumer ratings. By converting this information into a binary 

variable, the model can readily assess the impact of discounts on consumer ratings. 

The data transformation process was meticulously carried out, ensuring that the dataset was optimally structured and 

formatted for effective logistic regression modeling. A pivotal step in this process was the standardization of numerical 

variables. Key numerical variables, including discounted_price, actual_price, discount_percentage, and rating_count, 

were standardized using the StandardScaler. This standardization is crucial as it ensures that these variables contribute 

equally to the model training, preventing any one variable with a larger range or variance from dominating the model's 
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behavior. By bringing these variables onto the same scale, the model can more effectively learn from these features, 

ensuring that the numerical values are balanced and comparable across the dataset. 

Another significant transformation was the one-hot encoding of categorical variables, particularly the category variable. 

One-hot encoding is a powerful method to convert categorical data into a format suitable for logistic regression and 

other machine learning models. This process involves creating binary columns for each category within the category 

variable, where the presence of a particular category is indicated by a 1 and its absence by a 0. This transformation 

effectively captures the categorical information numerically, allowing the logistic regression model to incorporate it 

into its analysis. 

Finally, the dataset was split into training and testing sets. The dataset was judiciously divided into training and testing 

sets, marking a significant phase in preparing the data for model training and evaluation. This division was carried out 

with a 70-30 split, ensuring a balanced distribution between the data used for training the model and the data reserved 

for testing its performance. 

The training set, comprising 70% of the data, includes 1,023 samples of features, denoted as X_train, and an equal 

number of samples for the target variable, y_train. This substantial portion of the dataset is pivotal for the model's 

learning process, allowing the logistic regression model to discern patterns, understand relationships between variables, 

and effectively calibrate its parameters based on the features and the corresponding target values. The remaining 30% 

of the data from the testing set, which consists of 439 samples of features and an equal number of samples for the target 

variable, are represented as X_test and y_test, respectively. The testing set plays a crucial role in evaluating the model's 

performance. It provides an unbiased assessment of how well the logistic regression model generalizes to new, unseen 

data. This evaluation is fundamental in understanding the model's predictive accuracy, guiding decisions on model 

adjustments, and ensuring the model is robust and reliable. 

3.4. Model Building 

The logistic regression model was constructed through a series of critical steps, from variable selection to parameter 

configuration, all aimed at developing a robust model for analyzing the impact of discount strategies on consumer 

ratings. 

The variable selection process was pivotal in determining the most effective predictors for the model. Insights from 

exploratory data analysis identified variables with significant correlation to consumer ratings, such as discount 

percentage and specific product categories within 'Home & Kitchen'. To avoid multicollinearity, variables were 

carefully evaluated, leading to the inclusion of 'discounted_price' over 'actual_price' due to its direct relevance to the 

study's focus. Additionally, the 'price_range' variable, derived from 'actual_price', was included to examine the 

influence of different pricing tiers on consumer ratings. 

The logistic regression model's parameters were meticulously configured using a statistical software package. The 

'liblinear' solver was chosen for its effectiveness in binary classification and suitability for smaller datasets. 

Regularization strength, controlling the degree of overfitting, was set to a default value, allowing for a balanced 

approach that could be fine-tuned during the evaluation phase. 

Data preprocessing outputs were integrated into the model, including the results of one-hot encoding for categorical 

variables and standardized values for numerical variables. This integration was essential for the model to interpret and 

learn from the data effectively. 

Finally, the model was trained on the designated training dataset. The training involved introducing the selected features 

and corresponding consumer ratings, enabling the model to learn the relationships between variables and the likelihood 

of different rating outcomes. The training phase was monitored for signs of overfitting or underfitting to ensure the 

model's reliability and accuracy. 

3.5. Model Evaluation 

Evaluating the logistic regression model was a critical phase, focusing on assessing the model's performance using 

various metrics and methods. This evaluation was essential to determine the model's ability to predict consumer ratings 

based on discount strategies and other relevant factors. 
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The model's accuracy was initially evaluated as a fundamental measure in classification tasks, indicating the overall 

proportion of correct predictions. In addition to accuracy, precision and recall were calculated. Precision-measured the 

proportion of correct positive identifications out of all positive identifications made by the model, while recall assessed 

the proportion of actual positives correctly identified. The F1-score, the harmonic mean of precision and recall, was 

also computed. 

The ROC (Receiver Operating Characteristic) curve and AUC (Area Under the Curve) analysis were conducted to 

better understand the model's performance, especially in differentiating between the binary high and low rating 

classifications. The ROC-AUC score provided a single aggregate performance measure across all possible 

classification thresholds. 

Cross-validation was performed to ensure the model's robustness and generalizability. K-fold cross-validation was 

used, which involves dividing the dataset into k subsets and training the model iteratively. This method helped assess 

the model's performance across different subsets of the dataset. 

The model's classification capabilities were further explored through a confusion matrix analysis. This matrix provided 

a detailed breakdown of the model's predictions, showing the number of true positives, false positives, true negatives, 

and false negatives, offering insight into the types of errors the model was prone to and identifying areas for 

improvement. 

The model evaluation phase employed a comprehensive set of methods, including accuracy, precision, recall, F1-score, 

ROC-AUC, cross-validation, and confusion matrix analysis. These metrics and methods provided a thorough 

understanding of the model's performance, strengths, and limitations, enabling an assessment of its ability to predict 

consumer ratings based on discount strategies. 

4. Result and Discussion 

The logistic regression analysis on the dataset revealed several important insights regarding the impact of discount 

strategies on consumer ratings. This section presents these findings, interprets their significance, and discusses their 

theoretical and practical implications. 

The model achieved an accuracy of 74.94%, demonstrating effectiveness in predicting consumer ratings. Precision was 

noted at 72.69% and recall at 74.94%, suggesting areas for improvement in precision. The F1 score stood at 69.26%. 

The ROC-AUC score was also 78.24%, indicating proficiency in differentiating between high and low ratings. The 

analysis identified 'Home & Kitchen' categories, particularly 'Kitchen & Home Appliances' and 'Small Kitchen 

Appliances,' as significant predictors, along with the 'discount_percentage' feature. 

 

Figure 4. ROC Curve 
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The Receiver Operating Characteristic (ROC) curve, as shown in Figure 4 above, has been a pivotal analytical tool in 

distinguishing between high and low ratings in the binary classification scenario. The ROC curve, depicted in blue, 

illustrates the trade-off between the True Positive Rate (TPR) and the False Positive Rate (FPR) at various threshold 

settings. This curve represents the model's capability to distinguish between the two rating categories under different 

classification thresholds. 

A particularly noteworthy aspect of the ROC analysis is the Area Under the Curve (AUC), which, for this curve, is 

approximately 0.78. The AUC is a crucial metric as it quantifies the overall ability of the model to correctly classify 

the high and low ratings. An AUC of 0.78 indicates a good level of distinction achieved by the logistic regression 

model. It suggests that the model can differentiate between high and low ratings, effectively discriminating between 

the two categories across various thresholds. 

Interpreting the ROC curve and its AUC provides profound insights into the model's performance. The fact that the 

curve is significantly above the diagonal gray line, which symbolizes random chance, is a testament to the model's 

effectiveness. This curve positioning indicates that the model's ability to classify high and low ratings is not merely by 

chance but is a result of learning from the underlying patterns in the data. 

The model's robustness and reliability were further affirmed through 5-fold cross-validation, an essential technique in 

assessing the model's performance across different subsets of the data. This method provides a more comprehensive 

understanding of the model's generalizability and stability. The cross-validation results consistently demonstrate the 

model's steady performance across various folds. 

In the first fold, the model achieved an accuracy of 79.02%, setting a promising start to the cross-validation process. 

The accuracy slightly dipped to 77.56% in the second fold, a common occurrence in cross-validation due to the 

variability in the data subsets. However, the model's performance peaked in the third fold, reaching an accuracy of 

80.00%, showcasing its capability to adapt and learn effectively from different data segments. The fourth and fifth 

folds exhibited accuracies of 79.90%, indicating a return to the higher performance levels observed in the initial fold. 

When these individual fold accuracies were aggregated, the mean cross-validation score was 79.28%. This score 

reflects the model's overall consistent and reliable performance across the different folds. Moreover, the standard 

deviation of the cross-validation scores was computed to be a mere 0.93%, underscoring the model's stability and 

consistency in performance across the various data subsets. 

The findings from the logistic regression analysis provide critical insights into the nuanced effects of discount strategies 

on consumer behavior in e-commerce. The accuracy of 74.94% achieved by the model underlines the predictability of 

consumer response to discounts, indicating that consumers' rating behavior can be systematically influenced by specific 

discount parameters. 

The substantial role of the discount percentage as a predictor suggests that the magnitude of discounts is a significant 

determinant of consumer satisfaction. This challenges the conventional understanding that merely offering discounts 

is enough to sway consumer ratings positively. Instead, it highlights the importance of strategically calibrated discounts 

to elicit favorable consumer responses. 

Furthermore, the significant influence of product categories, particularly within 'Home & Kitchen', suggests that the 

effectiveness of discounts is not uniform across all product types. This finding is crucial for e-commerce platforms and 

marketers, underscoring the need for a more segmented and targeted approach to discounting strategies. It suggests that 

a one-size-fits-all discount strategy might not be effective and that understanding consumer segments' specific 

preferences and price sensitivities is vital. 

These results provide a more detailed understanding of the dynamic interplay between discount strategies and consumer 

ratings. This knowledge is invaluable for e-commerce businesses looking to optimize their discount strategies to 

enhance customer engagement and satisfaction, ultimately contributing to better business performance in the 

competitive online marketplace. 
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5. Conclusion 

The exploration into e-commerce and the impact of discount strategies on consumer ratings has led to significant 

findings. The study's main discoveries include the pronounced influence of discount percentages on consumer ratings 

and the category-specific nature of these strategies, particularly in 'Home & Kitchen' products. This demonstrates the 

context-dependent effectiveness of discount strategies. This research observed that discount strategies directly and 

notably impact consumer satisfaction and perceptions within the e-commerce sector. The logistic regression model, 

with an accuracy rate of 74.94%, effectively differentiated between high and low ratings. Key predictors identified 

were the discount percentage and specific product categories, highlighting a nuanced relationship between discounts, 

product types, and consumer responses. 

The findings significantly advance the understanding of consumer behavior in e-commerce. By quantifying the impact 

of discounts and revealing their variable influence across product categories, the study offers practical insights for 

businesses. It enriches existing literature on consumer behavior and pricing strategies, providing a framework for 

optimizing marketing and pricing approaches to improve customer satisfaction. 

The study paves the way for future research avenues. Investigating factors like product quality, brand reputation, and 

shipping times can provide a more comprehensive understanding of consumer satisfaction drivers. Longitudinal studies 

and cross-platform analyses may uncover evolving consumer trends and platform-specific behaviors. Further 

exploration into consumer segmentation and sentiment analysis of reviews could deepen the understanding of consumer 

attitudes and preferences, leading to more tailored and effective marketing strategies. In summary, the study enhances 

the understanding of consumer behavior in the digital era and opens new research pathways in this dynamic field. It 

underscores the critical role of discount strategies in influencing consumer ratings in e-commerce.  
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