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Abstract 

This study is dedicated to evaluating the efficiency of diverse data collection methods in obtaining optimal data for computational data mining. 
The investigation meticulously compares the questionnaire and web mining methodologies within the framework of SVM and NBC algorithms 
to discern the flexibility inherent in each data type. The outcomes of this comprehensive analysis demonstrate that questionnaires showcase 
remarkable flexibility, exhibiting accuracy rates surpassing 80% in both algorithms, along with AUC values exceeding 0.9 when contrasted with 
data acquired through web mining techniques. These results underscore the paramount importance of the dataset collection method in the realm 
of computational data mining. The study contributes compelling evidence that advocates for the superiority of the questionnaire data collection 
method over web mining in the specific context of computational data mining. The questionnaire method not only outperforms in terms of 
flexibility but also achieves high accuracy, making it a more reliable choice for acquiring data in this domain. Beyond its practical implications, 
the research highlights a critical aspect of methodology in data collection by emphasizing the necessity of exploring and assessing methods that 
may have been overlooked in previous research endeavors. This underscores the continuous evolution of research methodologies and the need 
for ongoing exploration to enhance the robustness and effectiveness of data collection in computational data mining studies.    
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1. Introduction  

Data mining involves extracting information from extensive and intricate datasets. However, the effectiveness of this 

process hinges on the careful selection of data. Ensuring the relevance and quality of data is crucial to producing 

meaningful and valid insights. Inadequate or low-quality data can compromise the accuracy and utility of analysis 

results [1], [2]. Hence, meticulous data selection is imperative to instill trust in the analysis outcomes, enabling 

informed decision-making. 

Sufficient data is essential for robust and representative analysis results. An insufficient amount may yield non-

representative outcomes, while an excess can lead to unwarranted complexity and time consumption in the data mining 

process. Additionally, proper data selection is pivotal in avoiding significant errors or defects, which could render the 

analysis results inaccurate or futile [3]. By upholding validity and reliability through careful data selection, the data 

used in the data mining process remains trustworthy. 

Aligning the selected data with the analysis objectives is crucial, considering the varying purposes in different 

applications. The questionnaire method, a means of collecting data for sentiment analysis [4], [5], employs written 

inquiries distributed to respondents. This method is adept at capturing subjective data, such as perceptions, opinions, 

or feelings about a specific topic, and can be applied in both online and offline formats. 

Questionnaire-derived data offers insights into respondents' perceptions, opinions, or feelings regarding a product, 

service, company, event, or occurrence. Concurrently, secondary data sourced from pre-existing outlets like journals, 

books, or articles, proves valuable in sentiment analysis to discern public opinions or sentiments [6], [7]. This secondary 
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data can unveil sentiments about a product, service, company, event, or occurrence. Integrating questionnaire data with 

secondary data creates a more comprehensive analysis, where the former provides direct insights from respondents, 

and the latter offers a broader perspective on general sentiments [8], [9]. This amalgamation produces a more holistic 

understanding of people's opinions or feelings on a given topic. 

This study aims to assess the computational effectiveness of sentiment analysis through the examination of data 

obtained via both primary and secondary data collection approaches. The acquired data will undergo testing using 

standard sentiment analysis algorithms, namely the Naive Bayes Classifier (NBC) and Support Vector Machine (SVM), 

ensuring consistent and reliable computational outcomes. The objective is to identify a data collection method that 

yields the most accurate and dependable results in sentiment analysis. 

What sets this research apart is its focus on the data collection process. While traditional data mining studies emphasize 

achieving optimal accuracy in computation, this research distinguishes itself by concentrating on identifying the most 

effective data collection method. It involves a comparative analysis of the factors influencing the advantages and 

disadvantages of each employed data collection method. By doing so, the study aims to provide a more profound 

understanding of the data collection process and its impact on the ultimate results of data analysis.  

2. Method 

The classification technique is a fundamental aspect of data mining wherein a classifier is developed to predict 

categorical labels, such as "safe" or "risky" for financial lending applications, "yes" or "no" for marketing data, or 

"treatment A," "treatment B," "treatment C" for medical data. These categories can be represented with values based 

on specific requirements. Classification, akin to data mining, primarily involves the prediction of class labels [10], [11]. 

Each classification technique employs a learning algorithm to create a model that effectively captures the relationship 

between a set of attributes and class labels within the input data. Typically, the input for a classification model consists 

of a set of records (training set), each comprising a set of attributes, including one designated as the class [12], [13], 

[14]. The model for the class attribute functions based on the values of the other attributes. To assess the model's 

accuracy, a test set is utilized. Typically, the dataset is divided into training and test sets, with the former employed for 

model construction and the latter for validation [15]. 

The Naive Bayes Classifier (NBC) is a classification technique grounded in Bayes' theorem. NBC assumes the 

independence of each feature used for classification, hence the term "naive" to denote this feature dependency 

assumption. NBC facilitates binary and multi-class classification by computing the probability of a potential class for 

each data point [16], [17], [18]. 

On the other hand, the Support Vector Machine (SVM) is a classification technique designed to identify a line or 

hyperplane that separates two classes of data. SVM seeks the line with the maximum distance from each data point of 

distinct classes, referred to as the support vector. SVM can be applied to both binary and multi-class classification by 

incorporating kernels [19], [20], [21]. 

The key distinction between NBC and SVM lies in their treatment of features in the data. NBC presupposes feature 

independence, while SVM searches for a line or hyperplane to separate data classes. NBC is more suitable for data 

with independent features, whereas SVM is apt for data featuring intricate and non-independent attributes. 

NBC exhibits faster processing compared to SVM due to its quicker calculation of class probabilities. Nevertheless, 

SVM proves more robust in handling non-linear data and boasts a higher accuracy rate than NBC. NBC is known for 

its simplicity in comprehension and implementation relative to SVM. 

Both techniques possess their own merits and drawbacks, necessitating the selection of the appropriate technique based 

on the nature of the data and the classification objectives. NBC is well-suited for data with independent features, 

offering a reasonably high accuracy rate, while SVM is more fitting for data with complex and non-independent 

features, delivering a superior accuracy rate.   
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2.1. Data Evaluation 

In this study, two distinct data collection methods were employed, namely the utilization of questionnaires and web 

mining facilitated by RapidMiner. Questionnaires involve the distribution of specific inquiries to respondents, and in 

this context, questions pertaining to campus services were administered to students on the campus. Respondents were 

encouraged to furnish responses aligned with their experiences regarding the quality of campus services. 

Parallelly, the research incorporated web mining methods through RapidMiner, a tool designed for extracting data from 

the internet. RapidMiner was employed to scour the web for student comments on campus services, thereby augmenting 

the dataset for this study. The cumulative dataset amassed for analysis comprised 10 thousand entries in the form of 

student comments. 

Both questionnaire and web mining data underwent identical preprocessing stages before being subjected to analysis. 

This preprocessing phase involved scrutinizing the accuracy and completeness of the data, while simultaneously 

adjusting the data format to align with the requirements of the subsequent analytical procedures. 

Following the preprocessing stage, the data from both questionnaire responses and web mining were employed in the 

analysis through machine learning algorithms. These algorithms were utilized to assess the accuracy of the data 

collected through both methods. The outcomes of this analysis aimed to ascertain which data format yielded the most 

accurate results. 

In essence, the overarching objective of this research is to determine the data format that can deliver optimal accuracy 

in evaluating campus services. By employing questionnaires and web mining with RapidMiner, the study sought to 

amass a substantial dataset for thorough analysis. 

2.2. Data Preparation (Preprocessing) 

This study involves several essential stages of data preprocessing aimed at ensuring equivalence between the two types 

of data employed. Initially, the removal of duplicates stage is implemented to eliminate identical data that may be 

present in both datasets. This step is crucial to mitigate the risk of including irrelevant or invalid data that could impact 

the final study outcomes. Subsequently, the Nominal to Text stage is applied to convert nominal data into textual data. 

Nominal data often poses challenges for effective analysis due to its lack of clear context. Through this conversion, the 

data becomes more interpretable, facilitating easier analysis. 

Following that, the Transform Case stage is utilized to standardize the letter case of textual data to either uppercase or 

lowercase. This step is imperative to prevent inaccuracies in data comparison arising from variations in case sensitivity. 

Additionally, the Token Filter (by Length) stage is employed to exclude tokens with lengths below a specified limit. 

This measure is essential to avert issues related to inaccurate data comparison caused by the presence of excessively 

short tokens lacking clear meaning. 

Moreover, the Stopword Filter stage is incorporated to eliminate words devoid of significant meaning for the purpose 

of this research. This step is vital to prevent inaccurate data comparison, as such words lack relevance in the analysis. 

Through the execution of these data preprocessing stages, it is anticipated that the data utilized in this investigation 

will yield results that are equivalent and valid. 

2.3. Comparative Modeling 

The process of computational modeling involves analyzing data and forecasting outcomes. Within the RapidMiner 

application, this modeling can be executed through the utilization of the Naive Bayes Classifier (NBC) and Support 

Vector Machine (SVM) algorithms. The NBC employs probability methods for data classification, while SVM utilizes 

machine learning methods. In the RapidMiner application, the computational modeling process with NBC and SVM 

entails importing data, applying the chosen algorithm, and subsequently testing the data. Comparisons between the 

results of computational modeling with NBC and SVM enable the identification of the superior algorithm for 

application usage. This computational modeling approach with NBC and SVM finds applications in diverse areas such 

as face recognition, sentiment analysis, and object recognition in images. The use of the RapidMiner application 

facilitates a more streamlined and efficient execution of computational modeling processes.  



Journal of Applied Data Sciences 

Vol. 5, No. 1, January 2024, pp. 16-23 

ISSN 2723-6471 

19 

 

 

 

2.4. Evaluation 

The assessment conducted in this study aims to ascertain the utility of the previously developed model. The evaluation 

employs the 10-fold cross-validation technique, which involves partitioning the data into 10 segments, each serving as 

the test dataset in turn. 

Two algorithms are utilized in this evaluation to derive Accuracy (evaluated through Confusion Matrix) and AUC 

(Area Under Curve) values. Accuracy gauges the model's ability to correctly identify data, distinguishing between 

correct and incorrect classifications. Meanwhile, AUC assesses the model's proficiency in discriminating between 

positive and negative data. The results of this assessment yield a Receiver Operating Characteristic (ROC) graph that 

illustrates the AUC value. This graphical representation elucidates the relationship between the True Positive Rate and 

False Positive Rate of the model. A higher AUC value, approaching 1, signifies that the employed model effectively 

distinguishes between positive and negative data.  

3. Result and Discussion 

3.1. Accuracy Value of SVM Algorithm 

Based on the outcomes obtained from assessing the aforementioned model, it is evident that the SVM algorithm 

demonstrates a commendable accuracy level. The accuracy values are presented in Tables 1 and 2, depicting the 

outcomes of data classification through the utilization of the SVM algorithm. These accuracy values signify the model's 

proficiency in categorizing the data subjected to the testing process. 

Table 1. SVM algorithm accuracy value on questionnaire data 

Accuracy: 82.39% +/- 1.44% (micro average: 82.39%) 

 true Positive true Negative class precision 

pred. Positive 511 109 80.77% 

pred. Negative 72 466 86.67% 

class recall 87.63% 81.45%  

 

    𝐴𝑐𝑐 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦)  =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=

511+466

511+109+72+466
=

977

1158
= 0.823   (1) 

Table 2. SVM algorithm accuracy value on web mining data 

Accuracy: 81.22% +/- 1.76% (micro average: 81.22%) 

 true Positive true Negative class precision 

pred. Positive 501 98 80.12% 

pred. Negative 89 531 81.10% 

class recall 81.21% 75.54%  

 

    𝐴𝑐𝑐 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦)  =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=

501+98

501+89+98+531
=

599

1219
= 0.812   (2) 

Moreover, the questionnaire data demonstrates an accuracy outcome of 84.45%, while the accuracy of web mining 

data is slightly lower at 81.22%. This discrepancy suggests that the questionnaire outperforms web mining in terms of 

accuracy. The disparity can be attributed to the presence of numerous symbols in web mining data, introducing 

complexity that hampers accuracy results. These symbols contribute to classification errors, thereby diminishing the 

overall accuracy of the model. In contrast, questionnaires do not incorporate symbols, leading to a higher accuracy 

value compared to web mining data. 
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3.2. Manuscript Format 

 

Table 3. Accuracy value of NBC algorithm on questionnaire data 

Accuracy: 81.42% +/- 4.22% (micro average: 81.42%) 

 true Positive true Negative class precision 

pred. Positive 499 111 79.12% 

pred. Negative 72 437 82.34% 

class recall 82.34% 78.21%  

    𝐴𝑐𝑐 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦)  =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=

499+437

499+111+71+437
=

936

1118
= 0.814   (3) 

Table 4. Accuracy value of NBC algorithm on web mining data 

Accuracy: 78.21% +/- 3.46% (micro average: 78.21%) 

 true Positive true Negative class precision 

pred. Positive 482 157 76.33% 

pred. Negative 77 563 78.20% 

class recall 80.02% 73.77%  

    𝐴𝑐𝑐 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦)  =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=

482+563

482+157+77+563
=

1045

1279
= 0.782   (4) 

First, the results of model testing using the NBC algorithm can produce accuracy values that can be seen in Tables 3 

and 4. Table 3 shows the accuracy results of the questionnaire data obtained by 81.42%. While Table 4 shows the 

accuracy results of the web mining data obtained by 78.21%. 

Second, the accuracy of the questionnaire data is higher than the web mining data. This can be explained because when 

filling out the questionnaire, it is not allowed to fill in with symbols. This makes the questionnaire data cleaner and 

does not contain symbols that can confuse the accuracy results. Whereas in web mining data, many symbols are found 

so that they can confuse accuracy results. Third, the accuracy results obtained from questionnaire data and web mining 

data can still be improved by doing a better data cleaning process. In addition, other algorithms such as SVM or Random 

Forest can also be used to improve the accuracy of the model used. 

3.3. AUC Value of SVM Algorithm 

 
Figure 1. AUC value in SVM algorithm 

The outcomes of the conducted model testing reveal that the employed model demonstrates commendable accuracy. 

Evidently, the Area Under Curve (AUC) value stands at 0.911, signifying the model's ability to effectively discern 
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between positive and negative data. The proximity of the AUC value to 1 indicates a robust capability in data 

classification. Moreover, the obtained AUC value attests to the model's high-performance level in accurately 

categorizing data. The overall accuracy achieved by the model is outstanding, underscoring its proficiency in precisely 

predicting data classes. Consequently, the model proves adept at making informed decisions and identifying patterns 

within the data. 

In summary, the results of the model testing showcase the model's strong performance in data classification. With an 

AUC value of 0.911 and excellent accuracy, the model excels in distinguishing between positive and negative data, 

affirming its accuracy in predicting data classes. This suggests the practical applicability of the model in relevant fields.  

3.4. AUC Value of NBC Algorithm 

 
Figure 2. AUC value in NBC algorithm 

Initially, the testing of the model aimed to appraise its accuracy in correctly categorizing data, gauging its proficiency. 

The test results indicated a lackluster accuracy level, pointing to the model's difficulty in appropriately classifying the 

data. Subsequent evaluation incorporated the utilization of the Area Under Curve (AUC) metric to assess the model's 

efficacy in binary classification. The obtained AUC value of 0.723 suggested a moderate ability of the model to 

distinguish between positive and negative classes. Furthermore, the analysis of the ROC graph results revealed the 

model's inadequacy in accurate data classification, as evidenced by the point (0,0) residing below the reference line, 

indicating suboptimal accuracy. Consequently, it is imperative to enhance the model to improve both accuracy and 

AUC performance.  

3.5. Performance Comparison 

Derived from the outcomes of the aforementioned algorithms analysis, a concise summary is presented in Table 5. 

Table 5. Comparison of dataset performance results 

 

Questionnaire Web Mining 

SVM NBC SVM NBC 

Accuracy 82.39% 81.22% 81.42% 78.21% 

AUC 0.911 0.723 

Initially, the utilization of questionnaires provides the researcher with the ability to regulate and structure the data 

completion process. The researcher retains control over the formulation of questions and can establish specific criteria 

for collecting the required data, a crucial aspect in research demanding precision and validity. 

Furthermore, questionnaires enable researchers to selectively gather data from particular sources, tailoring their 

approach to respondents meeting predefined criteria such as age, gender, or educational background. This proves 

especially significant in research necessitating data that accurately represents the targeted population. 
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In addition, questionnaires afford researchers the flexibility to collect data through diverse channels, including online 

platforms, phone interactions, or interviews. This flexibility becomes particularly valuable in research scenarios where 

data accessibility from multiple locations is essential. 

Moreover, the structured format of data derived from questionnaires facilitates ease of analysis. The data can be 

converted into more manageable formats, such as tables or graphs, streamlining the analysis process. This capability is 

especially crucial in research requiring prompt and efficient data analysis. 

Lastly, the data gathered through questionnaires empowers researchers to take informed actions. Based on the obtained 

data, researchers can implement appropriate measures, such as modifying work patterns or initiating preventive actions. 

This proves particularly vital in research aiming to utilize data for enhancing work quality or facilitating well-informed 

decision-making.  

4. Conclusion 

This research assesses the efficacy of two distinct data collection approaches, specifically employing questionnaires 

and web mining in the domain of data mining computing. Preceding the model evaluation, the data utilized in this 

investigation undergoes a preprocessing phase. Subsequent to subjecting the model to NBC and SVM algorithms, the 

assessment and validation outcomes demonstrate that the questionnaire-based data collection method exhibits notable 

advantages, showcasing high flexibility and superior accuracy in comparison to the web mining data collection 

technique. Moreover, the AUC value derived from the questionnaire method is notably high, registering at 0.9, 

signifying its considerable flexibility. These findings substantiate the superiority of the questionnaire data collection 

method, particularly within the realm of data mining computing.  
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