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Abstract 

The exponential growth of internet and social media users in Indonesia has given rise to new business opportunities, particularly in the flourishing 
marketplace sector. This surge is evident in the emergence of various online marketplace companies, providing consumers with a plethora of 
choices aligned with their preferences. This study employs a text mining approach, specifically utilizing the k-means clustering algorithm, to 
systematically analyze sentiments and topics prevalent among online marketplace consumers in Indonesia. The research focuses on comments 
and reviews sourced from Twitter, encompassing three prominent online marketplaces: Tokopedia, Shopee, and Bukalapak, with a dataset of 
1500 tweets for each platform. The primary objective of this research is to discern and understand the sentiments expressed by consumers on 
these online platforms, shedding light on the prevailing topics of discussion. Through the application of the k-means clustering algorithm, distinct 
topics associated with each marketplace were identified, showcasing unique consumer preferences and interests. Despite belonging to the same 
industry, Tokopedia, Shopee, and Bukalapak were found to be linked to different topics, primarily influenced by discussions surrounding specific 
programs hosted by each platform. The research contributes to the existing knowledge by unveiling the distinct topics dominating consumer 
discourse on these online marketplaces. Specifically, the study unveils that the primary topics for Tokopedia revolve around "belanja" 
("shopping") and "terimakasih" ("thank you"), for Shopee it is "pilih" ("choose") and "jongho," and for Bukalapak, it is "pra-kerja" ("pre-
employment"). Additionally, sentiment analysis indicates that the overall sentiment across the three online marketplaces is predominantly neutral. 
In summary, this research employs advanced text mining techniques to delve into consumer sentiments and topics of discussion on three major 
online marketplaces in Indonesia. The findings contribute valuable insights into consumer behavior and preferences within this dynamic market, 
enhancing our understanding of the evolving landscape of e-commerce in the country.    
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1. Introduction  

The rapid and exponential growth of Internet and social media users has ushered in a new era of business opportunities 

in Indonesia. Among these opportunities, the emergence of marketplace companies has taken center stage. These online 

marketplaces have expanded consumers' choices, allowing them to tailor their online shopping experiences to their 

individual preferences. Notably, the decisions of many consumers are heavily influenced by the comments and reviews 

shared by fellow marketplace users on various social media platforms. This phenomenon is of significant interest, 

aligning with research indicating the substantial impact of social media reviews and comments on consumer purchase 

intentions [1]. 

Despite the increasing recognition of the influence of social media reviews and comments on consumer behavior, there 

is a noticeable research gap in understanding how these sentiments and topics vary in the context of the emerging 

marketplace landscape in Indonesia. Existing studies often focus on general trends or specific products, but there is 

limited research addressing the intricacies of the Indonesian market and the sentiments specific to online marketplace 

consumers. This study aims to bridge this research gap by delving into the unique characteristics of the Indonesian 

marketplace landscape and the nuanced sentiments of its consumers. 
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The contemporary landscape of sentiment analysis and text mining in social media reflects a burgeoning body of 

literature underscoring the pivotal role of consumer reviews and comments in shaping purchasing decisions. Scholars 

have harnessed diverse techniques, encompassing natural language processing and machine learning algorithms, to 

decipher online consumer sentiments. Moreover, investigations have delved into leveraging social media data for 

business intelligence, market research, and brand management. 

Within the context of the Indonesian marketplace, despite existing studies on e-commerce and social media, there 

remains an unexplored terrain concerning a comprehensive examination of sentiments and topics articulated by online 

marketplace consumers in Indonesia. This research extends the current state of the art by honing in on the distinctive 

dynamics of the Indonesian marketplace sector, offering insights into the determinants steering consumer preferences 

and behaviors within this unique market. 

In the subsequent sections, we delve into the methodologies, findings, and implications of our research, illuminating 

the intricate nexus between social media, online marketplaces, and consumer behavior. Through this inquiry, our 

objective is to contribute meaningfully to the expanding knowledge base in the realms of business, marketing, and 

digital technology, furnishing valuable insights for both the academic community and industry practitioners.  

2. Literature Review 

2.1. Text mining 

Text mining is a method that usually performed by computers with the aim of obtainingpreviously unknown 

information or knowledge. Given the various types of text sources, new information or knowledge can be extracted 

automatically using computer devices [2]. Generally, the first or initial stage in the process of doing text mining is text 

preprocessing. This step is important because text mining objects usually come from unstructured databases. By 

applying text preprocessing, a structured data set can be obtained which will be used in the next stage. In general, this 

preprocessing stage includes several further steps in it, namely cleansing, case folding, tokenizing, removing stop 

words, and stemming [3]. 

2.2. R Studio 

R Studio is known as an open-source Integrated Development Environment (IDE) for R language that allows many 

parties to contribute in statistical and graphic computing [4]. Nowadays, there is quite extensive use of R Studio in 

various applications. The R programming language itself is known to have been developed using the S programming 

language at Bell Laboratories. As a programming language, R has been redesigned for practical purposes in statistical 

analysis. 

2.3. Term frequency - inverse document frequency 

The term frequency inverse - document frequency (TF-IDF) is a method used by giving weight to each word to 

determine how far the terms are connected to the document. This method is often used as a basis for text mining. TF-

IDF method is known for its efficiency, ease of application, and provides good and accurate results. The basic idea of 

the TF-IDF method is that this method combines two concepts, namely the frequency of occurrence of a word in a 

document and the inverse frequency of the document containing that word [5][6]. The following formula expresses the 

calculation of the term frequency – inverse document frequency (TF-IDF) value: 

 

𝑇𝐹 𝐼𝐷𝐹 = 𝑇𝐹 (𝑑𝑗, 𝑡𝑘) . 𝐼𝐷𝐹(𝑡𝑘)     (1) 

2.4. K-means clustering 

K-means clustering refers to a non-hierarchical data clustering method that aims to divide or partition data that has 

been collected into one or more defined clusters or groups. The tendency of that grouping is based on the similarity of 

the characteristics of the existing individual data [7]. In essence, k-means clustering method classifies existing data 

into groups based on characteristics that are shared by one another or at least have similarities between data. The 

followings are the general steps of the k-means clustering algorithm [8]: 

1) Enter the data to be clustered. 
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2) Determine the number of clusters. 

3) Take any data as much as the number of clusters randomly as the center of the cluster (centroid). 

4) Calculate the distance between the data and the cluster center, using the k-means formula: 

𝐷(𝑖, 𝑗) =  √(𝑋1𝑖 − 𝑋1𝑗)2 + ⋯ + (𝑋𝑘𝑖 − 𝑋𝑘𝑗)2    (2) 

5) Recalculate cluster centers with new cluster membership. 

If the cluster center does not change, then the clustering process is completed; otherwise, step (d) is repeated until the 

cluster center does not change anymore. 

2.5. Twitter 

Twitter is a social media with a microblogging service that allows users to send messages to each other in a real-time 

mode. The messages sent by users via twitter are usually called as tweets. A tweet is a short message limited to 140 

characters in length. Since its inception, twitter was created as a mobile-based service designed according to the 

character limitations of a text message (SMS).Until now, twitter is still used on any mobile phones that have the ability 

to send and receive short text messages (SMS) [9]. 

Currently, the use of twitter continues to grow and increase in number. Twitter is not only used by individuals, but also 

used by organizations or companies. This of course can provide information to the organizations or companies about 

their services or performance. Following this, information that captures user opinions that are expressed freely, anytime 

and anywhere can be used as material for evaluation. Twitter has currently been getting quite a lot of responses or 

feedbacks, both positive and negative. Twitter is arguably one of the best social media because of its large number of 

users. 

2.6. Online marketplace 

The online industry in Indonesia is currently developing very rapidly, especially the online marketplace industry. By 

definition, an online marketplace is a place that facilitates online buying and selling managed by one party, while 

products and information can be provided by other producers as a third party [10]. The concept of online marketplace 

is more or less the same as traditional market. The online marketplace only acts as an intermediary between buyers and 

sellers to transact. The goods sold in the online marketplace belong to the seller, not the marketplace. Therefore, online 

marketplaces are only a means to facilitate transactions between sellers and buyers by taking advantage of technological 

advances. In general, transactions that occur in the marketplace itself are regulated by the marketplace vendor. After 

receiving payment, the seller is obliged to deliver the goods to the buyer.  

3. Methodology 

3.1. Authentication 

At this stage the integration between twitter and R Studio takes place before the next stage is carried out, namely data 

collecting. This stage is accomplished by using an Application Programming Interface (API) which enable users to 

integrate two parts of the application or with different applications at the same time. R Studio requires some special 

codes before it can use the API provided by twitter. To get these useful codes, any user must first register for a twitter 

developer account. Some of these codes are API key, API secret, access token, and access token secret. The 

authentication process is shown in figure 1.   

 
Figure 1. Authentication process schema. 
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3.2. Data collecting 

This stage is where the retrieval of tweet data from twitter takes place. The fetch from twitter is executed in real time 

using the 'tweets' function in the R Studio. The data that has been retrieved will be collected into one file. Figure 2 

illustrates the data collecting process. 

 
Figure 2. Data collecting process schema. 

This study collected a total of 4500 twitter tweet data, where the data is divided into several sections as listed in Table 

1. 

Table 1. Data collection parts. 

Marketplace Tweets Data 

Tokopedia 1500 Tweets 

Shopee 1500 Tweets 

Bukalapak 1500 Tweets 

3.3. Text preprocessing 

This text preprocessing stage consists of several stages, among others: 

3.3.1.  Case folding.  

In text pre-processing, the case folding stage is the stage where all letter characters in the document are changed to 

lowercase style, and all characters except ‘a’ to ‘z’ are removed. 

3.3.2.  Stemming.  

This is a stage that aims to change the words contained in a document into word stems or root words. Some of the 

stemmers for English available in R are snowball, Hunspell and dictionary stemmer. Specifically for this study, the 

stemming stage will use a package called katadasaRm which is a stemming function defined for Indonesian language 

[11]. 

3.3.3.  Stopwords removing.  

This special stage is concerned with choosing only certain words that are considered important. Words that are 

considered useless are referred to as stopwords. Some examples of common stopwords that are used in general text are 

“the”, “a”, “i”, “me”, “myself”, “he”, and “his”. To support the needs of this study, the stoplist, which is the list of 

stopwords, is adjusted to Indonesian language words.  

3.4. Word cloud creating 

Word cloud creating is the stage where the cleaned and structured text is visualized using suitable packages available 

in the R Studio. This method is quite famous in the field of text mining not only because it is easy to understand, but 

also has attractive visuals. 

3.5. Lexicon 

The lexicon stage is the stage where a lexicon-basedmethod is commonly used to explore or find out what people view 

or opinion about something. The concept that underlies the application of the lexicon method in this study is to assign 

a value to each tweet based on the number of tweets containing positive or negative lexicons. One of negative and 

positive lexicons available is the Liu’s lexicon which contains English vocabulary. Some of items from Liu’s negative 
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lexicon are “abnormal”, “absence”, “aggresive” and “zealously”; while some of the words in Liu’s positive lexicon are 

“abundance”, “accolade”, “achievement” and “zest”.  

3.6. Term weighting 

The term weighting stage is the stage where the processing and analysis of tweet data that passes the text preprocessing 

stage is carried out. The weighting of this term uses the Term Frequency - Inverse Document Frequency (TF-IDF) 

method. 

3.7. Clustering 

In principle, the clustering stage is an automatic clustering stage. This clustering stage uses the k-means clustering 

algorithm method. This fairly popular method can be used to derive a description of a data set by revealing the tendency 

for each individual data set to group with other individual data. Our methodology is briefly summarized in figure 3. 

 
Figure 3. Methodology diagram.   

4. Implementation 

After text pre-processing is completely done, the text mining process can begin. With text mining the goal is to cluster 

the tweet data of Tokopedia, Shopee, and Bukalapak. The following are the stages of the text mining implementation 

process which is carried out thoroughly in R Studio:  

4.1. Authentication 

First, the ‘twitter’ package library should be installed. This package which is provided by R Studio creates connection 

to twitter API. Second, load or run the installed ‘twitteR’ package. Finally, integrate twitter and RStudio with the 

'setup_twitter_oauth' function defined in the RStudio. 

4.2. Data collecting 

By calling 'searchTwitter' function, real-time tweet data collection from twitter is limited to 1500 tweets from each 

marketplace. Those collected tweets excludes retweets. Furthermore, the tweet data gathered are those that mention the 

main twitter accounts of the three online marketplaces being studied. Since twitter only allows retrieval of tweets from 

the last 7 days, the data collection stage is divided into 3 parts as summarized in Table 2.  

Table 2. Distribution of data collection parts. 
     

Collection Date  Tokopedia Shopee Bukalapak 

Tokopedia  500 Tweets 500 Tweets 500 Tweets 
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Shopee  500 Tweets 500 Tweets 500 Tweets 

Bukalapak  500 Tweets 500 Tweets 500 Tweets 

The initial stage is to use the R function ‘searchTwitter‘ to retrieve tweets using twitter API. After the tweets have been 

identified, they will be typed into a Comma Separated Values (CSV) file format using the ‘write’ function. 

4.3. Text preprocessing 

As explained briefly earlier, text preprocessing is the stage where unstructured text data is converted into structured 

text to facilitate the analysis process which take places in the subsequent step. To be able to operate properly, this stage 

requires several packages, including: 

1) Textclean package: The textclean package is a collection of tools for creatinga well-structured text from the 

unstructured one. 

2) KatadasaR package: This is a package that provides R functionswhich areused to retrieve word stems for 

Indonesian language text. This function implements Nazief and Andriani algorithms. 

3) Tokenizers package: Package tokenizers is a package that provide functionsused to separate words (tokens) in 

sentences. 

4) Dplyr package: The dplyr package is a package that provides functions for processing data frames. 

5) Tm package: Tm is a framework primarily used to perform text mining methods on R. 

6) Package NLP: The NLP package is a package that provides functions for performing Natural Language 

Processing (NLP). 

To start case folding, the tweets stored in the CSV file should be first read by R Studio function ‘read’. After the file is 

read successfully, the first thing to do is removing the ‘\n’ symbol. The next step is to eliminate HTML markup and 

eliminate Uniform Resource Locator (URL). After the HTML markup and URL have been removed, the next step is 

to remove mentions and hashtags. Mention is usually used by twitter users to refer to or call the username of other 

users, while hashtags are usually used by twitter users for content grouping. After the mention and hashtag have been 

removed, the next step is to change the shortened words to non-abbreviated words. First, the Indonesian lexicons must 

be read by the R Studio using the ‘read’ function. In this case, Colloquial Indonesian Lexicon is used as the list of 

Indonesian lexicons [12].  

As explained previously, katadasaR is used in stemming stage in order to transform the words contained in a original 

document into word stems or root words [11]. The next stage is removing the stopwords, useless words,to obtain only 

certain words that are considered important. This is simply done by omitting words that found in the existing stoplist. 

The stopwords used here are taken from the journal Tala [13], which consists of 758 stopwords. This stoplistis then 

combined with other stopwords taken from github [14],so that a total of 833 stopwords are available in Indonesian 

language. 

4.4. Word cloud creating 

To visualize text using word cloud technique, the special R packages used are ‘RcolorBrewer’, ‘wordcloud’ and ‘tm’. 

The followings visuals are generated from running those packages. 

 

 

 

 

 
Figure 4. Tokopedia’s word cloud 

visualization 

 Figure 5. Shopee’s word cloud 

visualization 

 Figure 6. Bukalapak’s word cloud 

visualization 
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4.5. Lexicon 

As mentioned earlier, any public sentiment or opinion regarding a particular topic can be assessed using lexicon-based 

method. By using positive and negative lexicons referring to a modified list of Liu’s opinion words. i.e. in Indonesian 

version, each tweet with its own frequency of occurence can be assigned a certain value. This assignment uses a list of 

positive and negative opinion words that are pre-built in Liu's word list with the necessary modifications and 

translations into Indonesian language [15] [16].  

4.6. Term weighting 

In term weighting stage,the process of assessing the value of each term or word uses the term frequency - inverse 

document frequency (TF-IDF) method [17] [18][19]. In order to obtain the most important terms according to public 

opinion posted on twitter, both R functions, namely ‘TermDocumentMatrix’ and ‘DocumentTermMatrix’ with 

weighting set to weight TfIdf is used. The visualization of the results is done using one common used data visualization 

package in R called ‘ggplot2’ package, and visualized in figure 7, 8, and 9. 

 

 

 

 

 
Figure 7. Tokopedia’s term 

weighting visualization 

 Figure 8. Shopee’s term 

weighting visualization 

 Figure 9. Bukalapak’s term 

weighting visualization 

4.7. Clustering 

At this stage the k-means clustering method is used which is known to be easy to apply and produces good results [19] 

[20]. This clustering stage uses the ‘cluster’ package that provides a function to perform the clustering analysis method. 

Figure 10, 11, and 12 show the Clustering’s results.  

 

 

 

 

 
Figure 10. Tokopedia’s topic 

clustering visualization 

 Figure 11. Shopee’s topic 

clustering visualization 

 Figure 12. Bukalapak’s topic 

clustering visualization 

After visualizing the topic clustering, the next step is to evaluate how well the accuracy of that clustering has been 

achieved. 

Table 3. Evaluation of topic clustering accuracy. 

Tweet Data Accuracy 

Tokopedia 95% 

Shopee 91% 

Bukalapak 97% 
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The following three figures, as shown in figure 13, 14, and 15, visualize the sentiment clustering for each marketplace. 

 

 

 

 

 

Figure 13. Tokopedia’s sentiment 

clustering visualization 

 Figure 14. Shopee’s sentiment 

clustering visualization 

 Figure 15. Bukalapak’s sentiment 

clustering visualization 

After the sentiment clustering visualization has been successfully created, the next step is to evaluate to see how well 

the accuracy of the sentiment clustering has been done. 

Table 4. Evaluation of sentiment clustering accuracy. 

Tweets Data Accuracy 

Tokopedia 88% 

Shopee 91% 

Bukalapak 82% 

As seen in figure 1, the research method of this study is as follows. First, a literature study will be carried out to 

determine the facial recognition system design and find supporting studies required to conduct this research. 

Furthermore, a feasibility study is conducted to determine whether this study will create a viable system or not, which 

includes the benefits of this system. This system uses the development of a system prototype to make a facial 

recognition-based automatic attendance system prototype for class attendance. Then, black box testing will be carried 

out to test the developed system accordingly [20] [21][22].   

4.8. The System Design 

The general mechanism of the automated attendance system for class attendance is shown in Figure 2.   

 
Figure 2. The system mechanism 

As seen in Figure 2 above, the followings are the explanations of how the automated class attendance system was 

designed: 

1) Every registered user comes to the available automatic attendance system. 

2) The user shows his/her face directly to the camera until his/her face is detected on the screen. 

3) The user confirms his/her registration based on the instructions displayed on the screen. 

4) User arrival times are recorded and entered into the database based on their own faces, classes they attended 

and the date of the sessions they joined. 

More detailed system design is reported using data flow diagram (DFD), as illustrated in Figure 3 and 4 respectively.   
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Figure 3. Data flow diagram – context level 

 
Figure 4. Data flow diagram – level 1 

4.9. System Development 

The application for the attendance system is divided into two parts, namely the attendance application and the web 

application (Dashboard). The use case diagram is illustrated in Figure 5 below.   

 
Figure 5. The user interface for user’s attendance application.  

The attendance application created using Python programming language, functions to manage and record time of 

attendance for each instance. On the other hand, the web application which was developed using PHP, functions to 

view and modify the data in web form. The prototype for the attendance application and the web application are shown 

in Figure 6 and Figure 7, respectively. While the prototype for the attendance application for administrators is depicted 

in Figure 8.  
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Figure 6. The user interface for user’s attendance application. 

 
Figure 7. The user interface for web application. 

 
Figure 8. The user interface for administrator attendance application. 

The attendance application as shown in Figure 6 is an interface made to mark user attendance. The user only needs to 

press the button labelled ‘Mark attendance’ to activate the camera and press the appropriate key as shown on the screen 

to mark his/her presence on the system. Meanwhile, the web application as seen in Figure 7 is an interface designed to 

assist administrators in managing existing data related to attendance. Using this web interface most administrative tasks 

can be completed by the administrator. The attendance application for administrators as illustrated in Figure 8 is an 

interface created to register data related to attendance processes, such as face registration and updating the status of 

each attendance in the database. This interface is only available for administrators to enroll new users for attendance 

processes and change attendance status automatically in the attendance database. 

4.10. Testing Results 

In this study, there are three (3) parameters used to record time attendance at correct entries. Those three parameters 

are user face ID (based on Viola Jones face detection algorithms), user class, and date of attendance. The system will 

record each user’s time of attendance based on the parameters. The test was carried out in twelve (12) attempts to check 

if the system can detect faces correctly and enter time of attendance accurately into the attendance database. The test 

result is presented in Table 1.   
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Table 1. The testing results. 

Of the twelve (12) tests carried out to examine the developed system, it can be seen in Table 1 that the twelve (12) tests 

have succeeded in entering the correct attendance time in the correct attendance list. This means our developed system 

has been working properly and thus, to some extent it might be ready to be utilized in the real class settings.   

5. Conclusion and Future Research Directions 

5.1.  Conclusions 

The study demonstrated the effectiveness of employing text mining techniques through R Studio for identifying 

prevalent sentiments and topics among online marketplace consumers, as extracted from comments or reviews on 

Twitter. The utilization of the k-means clustering algorithm facilitated the categorization of discussions. Notably, the 

analysis revealed that key topics associated with Tokopedia were "belanja" ("shopping") and "terimakasih" ("thank 

you") with a remarkable accuracy of 95%. For Shopee, the primary topics were "pilih" ("choose") and "jongho" with 

an accuracy of 91%, while Bukalapak predominantly featured the topic "pra-kerja" ("pre-employment") at an accuracy 

rate of 97%. Consequently, the first conclusion highlights that a majority of online marketplace consumers engage in 

discussions related to programs initiated by the platforms, particularly on Twitter. 

In terms of sentiment analysis, the study found that the prevailing sentiment across the three online marketplaces was 

predominantly neutral. The accuracy rates for sentiment analysis were 88% for Tokopedia, 81% for Shopee, and 82% 

for Bukalapak. This leads to the second conclusion, indicating that the majority of online marketplace consumers 

exhibit a neutral stance, lacking strongly positive or negative sentiments toward their preferred platforms.  

5.2.  Suggestions 

While the research provides valuable insights, certain limitations should be considered. The study solely focuses on 

Twitter comments and reviews, urging future investigations to diversify data sources. Other social media platforms 

like Facebook and online forums offer alternative avenues for exploring consumer sentiments. However, potential 

technical challenges in accessing data from these platforms should be acknowledged. 

The study's sample size of 1500 tweets presents another limitation, urging further research with more extensive 

datasets. Expanding the scope to consider various forms of Twitter mentions, such as customer service accounts or 

hashtags, could provide a more nuanced understanding of consumer interactions. Lastly, future research is encouraged 

to enrich data analysis by employing multiple clustering algorithms, enabling a comparative evaluation of results 

against those generated by the k-means algorithm. This approach would enhance the robustness of the findings and 

contribute to a more comprehensive understanding of online marketplace consumer behaviors.   
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