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Abstract 

The development of chatbots can communicate fluently like humans thanks to the Natural Language Processing (NLP) technology. Using this 
technology, chatbots can provide more accurate and natural responses, providing an almost the same experience as human interaction. Therefore, 
chatbot technology is in great demand by companies and government agencies as a cost-effective solution for information and administrative 
services that require little human effort and can operate 24/7. The registration information service at BLK Surabaya still uses an operator who 
serves prospective trainees and answers questions via social media or chat. However, these operators have limitations in terms of time and effort. 
The purpose of this study is to examine how to use chatbots to answer questions about registration information training at BLK Surabaya using 
the Long Short Term Memory (LSTM) algorithm with a dataset of questions collected in the form of Frequently Asked Questions (FAQ) in 
Indonesian. The dataset consists of 2,636 labeled samples of questions, which were divided into three sets: 60% for training (1,581 pieces), 20% 
for validation (527 samples), and 20% for testing (528 samples) to evaluate the model's performance. Several steps were taken in implementing 
this research, including changing the list of questions and answers into the JSON data format, preprocessing, creating LSTM modeling, data 
training, and data testing. The test results show that Chatbot can provide accurate solutions related to training registration questions with Precision 
of 88.4%, Accuracy of 87.6%, and Recall of 87.3%. 
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1. Introduction 

The Job Training Center (Balai Latihan Kerja / BLK), one of the institutions tasked with providing job training to the 

general public, also feels the positive impact of using Chat. Before the pandemic in 2020, information and registration 

services related to job training were carried out conventionally by coming directly to the BLK office to get information 

and services through customer service, which operators and services carried out were limited to office hours.  

After the pandemic, community activities continued with social interaction restrictions, forcing BLK to change 

conventional information services to online. Online information services are carried out with the help of social media 

such as websites, Telegram, Instagram, Whatsapp, and Facebook, which can be accessed from anywhere but still have 

shortcomings. Information services with social media still require operator assistance to answer community questions. 

Still, limited service time and the existence of similar repetitive questions related to training information make this 

ineffective. Therefore, an information technology-based system is needed to assist operators in processing question 

data and displaying information to users. Artificial intelligence (AI)-based chatbots that can be embedded on various 

platforms commonly used by the wider community, such as websites, Telegram, and Whatsapp, can be used as a 

solution to information service problems[1], [2].  

Chatbot[3], [4] is helpful in its utilization in the fields of education, information search, business, and e-commerce[5]–

[7]. Some studies also explain the use of chatbots, including the use of chatbots to serve conversations with older people 

conducted by Wang, et al.[8] to encourage older people to communicate and increase affective interaction and reduce 

loneliness and isolation to slow down the level of disability of older people and reduce the financing and care burden 

of home workers. A multi-layer LSTM embedding mechanism is used to extract semantic information from long 
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sentences written by older people. In addition to daily conversations, the chatbot system can provide recommendations 

for activities, restaurants, and health information for older people[9], [10]. The results of this study focus on not only 

the development of the chatbot system but also the influence of the number of training Epochs on the system's 

performance. The system cannot learn well if the number of training Epochs is insufficient. If the number of training 

epochs is also significant, it causes overfitting and affects the training time. 

Based on the conducted research, the employed modeling approach demonstrates impressive performance. It achieves 

an accuracy of 79.96% for top 1 predictions, 93.14% for top 5 predictions, and 94.85% for message matching. These 

results showcase the model's effectiveness in accurately predicting the desired outcomes and matching messages. In 

another research conducted by P. Muangkammuen et al. [11], the focus was on designing and developing a Thai-

language chatbot tailored to answer frequently asked questions (FAQs) in a specific domain. The research used deep 

learning modeling, using the Long Short-Term Memory (LSTM) algorithm to classify phrases from questions and 

answers within each class. The dataset used in this research consisted of 2,636 labeled samples of questions, which 

were divided into three sets: 60% for training (1,581 pieces), 20% for validation (527 samples), and 20% for testing 

(528 samples) to evaluate the model's performance. The research results indicated that the chatbot achieved a question 

processing rate of 86.36% with a correct answer accuracy of 93.2%. 

In the field of government, chatbots can serve as automated assistants to provide support and answer various citizen 

inquiries, as highlighted in government[12]–[14]. The knowledge base for such chatbots can be built by collecting 

frequently asked questions (FAQs) related to common problems, and additional domains can be created from various 

eDistrict documents to develop a knowledge base consisting of topics on multiple services provided by the government. 

These chatbots are designed to communicate with users in everyday language and provide relevant responses based on 

the intent detected in the user's query. The chatbot communicates with the user and provides answers related to the 

user's query based on the purpose of the detected message using their daily language[15], [16]; this chatbot supports 

11 Indian languages. 

While research conducted by Y.D. Prabowo et al. [17] explained that LSTM is recognized as a very effective model in 

acknowledging and understanding data with a sequential structure. This model has a unique ability to understand the 

meaning and context of sentences or data sequences, producing output classes with a high degree of accuracy. 

Several mobile messenger applications are also increasingly popping up with all their advantages; research [18] 

explains the use of telegram for learning needs. In this study, several messenger applications were selected, and it was 

found that Telegram was the right messenger. 

Based on the background that has been described, this research will raise the topic of chatbot to answer questions about 

training registration information at the Job Training Center using the Long Short Term Memory (LSTM) algorithm 

and the FAQ dataset from a collection of questions that Indonesian-speaking people often ask; the chatbot answer 

response will be examined for accuracy, precision and recall values[19], [20]. With the growing development of chatbot 

research and LSTM architectures, the novelty of chatbot development research using Long Short-Term Memory 

(LSTM) networks lies in the application of Recurrent Neural Networks (RNN) with memory cells specifically designed 

to capture and maintain long-term dependencies in sequential data. 

2. Research Methodology 

From the general description previously explained, this research will explore the chatbot domain in the context of 

providing answers regarding training registration information at work training centers. The approach taken is to use 

the Long Short-Term Memory (LSTM) algorithm to improve the chatbot's understanding ability and responsiveness. 

The dataset used consists of a list of FAQs (Frequently Ask Questions/FAQ) of general questions regarding training 

registration submitted by Indonesian-speaking people. Chatbot performance evaluation will be carried out by 

measuring accuracy, precision and recall values. The following visual depiction through Figure 1 explores the 

theoretical framework of this research.      
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Figure 1. Research Theoretical Framework Chart  

We will describe the structure and techniques used in the training enrollment information chatbot research[21]. The 

procedures carried out in this research are as follows: 

1) Create a dataset from a list of questions (FAQ). 

2) Perform data pre-processing techniques. 

3) Providing tokenization and Padding. 

4) Carry out training and validation of the dataset and responses using LSTM modeling, as well as testing and 

evaluating model performance using K-Fold Cross Validation by calculating Accuracy, Precision and Recall 

values as well as loss values from chatbot responses. 

The chatbot agent will be named ICA (Interactive Chat Assistant), and the chat interface will use the Telegram 

application. The following system modeling architecture is shown in Figure 2. 
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Figure 2. System Modelling Architecture 

An Explanation of the system modelling architecture in Figure 2 is as follows: 

1) Data.json is a collection of Frequently Asked Questions (FAQ) which have been collected from frequently 

asked questions, arranged in the form of a file containing a list of questions and answers. 

2) Data or text pre-processing techniques focus more on converting raw data into an understandable structure, 

where primary attention is paid to keywords present in the text that highlight the context of the sentence or 

paragraph. 

3) After the pre-processing stage, the next step is to change the text to numeric (tokenize) the words and adjust 

the length of the sentences by adding padding so that the length of the sentences is the same as one another, 

following the longest sentence. 

4) The dataset will be trained and validated using LSTM modeling, the dataset will be divided into 2 parts, training 

data and testing data. 

5) Using K-Fold Cross Validation where the dataset will be trained 5 fold times, and the accuracy and loss values 

are recorded. 

6) After obtaining the ideal model, it is then saved into h5 format, to be run on the messenger platform. 

2.1. Natural Language Processing 

Natural language processing (NLP) [22], [23] is one part of the AI field that focuses on linguistic computing. NLP[24], 

[25] is the ability of computer programs to understand and comprehend human language as it is spoken and written - 

referred to as natural language. Defines NLP [26], [27] as a theoretical field regarding a computational technique used 

to analyze and represent text written in human language. It aims to obtain language processing as humans do so that it 

can be utilized in various fields. Liddy divides NLP [28], [29] into seven levels NLP in analyzing and interpreting 

natural language input, namely: 

1) Phonology is related to the interpretation of sounds in speech in a word.  

2) Morphology is related to the interpretation of the meaning of a word (related to prefixes and suffixes).  

3) Lexical deals with the interpretation of the meaning of each word analyzed individually.  

4) Syntactic deals with analyzing words in a sentence to find the grammatical structure.  

5) Semantics deals with the interpretation of the meaning of words formed due to the interaction of meaning in 
words in a sentence.  

6) Discourse deals with analyzing the meaning of a text consisting of several sentences.  

7) Pragmatic, related to analyzing the selection of word usage using the context in the text.  
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NLP provides the theory and implementation to be applied in various fields[30], [31]. But in fact, any area that deals 

with text processing is a candidate for NLP. Some application fields that utilize NLP include Information Retrieval, 

Information Extraction, Question Answering, Summarization, Machine Translation, and Dialogue Systems. 

2.2. Long Short Term Memory 

Long Short Term Memory[32], [33] or commonly abbreviated as LSTM, is a unique form of RNN that can perform 

learning on long-term dependencies. This model was introduced by Hochreiter and Schmidhuber in 1997. The 

architecture of LSTM [34] is shown in Figure 3. 

 

Figure 3. The Architecture of LSTM 

The architecture of LSTM All recurrent neural networks have repeating series of neural network modules. LSTM also 

has the same structure but has the additional gates feature on the cells. LTSM will determine what information to 

discard from the cell. This decision is made by the forget gate layer. This layer will consider ht-1 and xt so that it will 

produce an output between 0 and 1. Output 0 represents that the information will be forgotten, while output 1 represents 

that the information will be noticed. 

 𝐹𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)   (1) 

A sigmoid "input gate layer" determines which values to update. Next, a tanh layer creates a vector of new candidate 

values, Ct, that can be added to the state. 

 𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖   (2) 

 𝐶 ̌𝑡 =𝑡𝑎𝑛 𝑡𝑎𝑛 ℎ (𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)   (3) 

These two layers will be combined in the next step to update the state. Next, the old state will be corrected, Ct-1, to the 

new cell state Ct. Then, it will be multiplied with the old state by ignoring the information that has been forgotten 

before. Then, it is added with Ct. 

 𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ �̃�𝑡   (4) 

The last step is to determine what the output is. First, the sigmoid layer will determine which part of the cell to output. 

Then, the cell will be passed to the tanh Layer (to force the output value between -1 and 1) and multiplied by the output 

of the sigmoid gate. 

 𝑂𝑡 = 𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)   (5) 

 ℎ𝑡 = 𝑜𝑡 ∗𝑡𝑎𝑛 𝑡𝑎𝑛 ℎ(𝐶𝑡  )   (6) 

2.3. K-Fold Cross Validation 

Cross-validation is a technique in data analysis used to evaluate the performance of a prediction model by dividing the 

data into subsets and then testing the model on different subsets repeatedly, making it possible to obtain more accurate 

evaluation results and reduce the risk of overfitting the model. In other words, cross-validation is a method to test how 

well a model can be generalized to data that has never been seen before[35]. 

This technique separates the data into two subsets: the training and validation sets. The algorithm will be trained by the 

training set and evaluated by the validation set. 
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Cross-validation can be used to determine the error rate or error of the error in predicting the output. The error rate is 

obtained by calculating the average of the model error rate at each cross-validation iteration. The error rate can be 

measured by various metrics, such as accuracy, precision, recall, and F1 score, depending on the problem being 

addressed. 

One of the cross-validation techniques is K-Fold Cross Validation [29], [30] where the dataset is divided into K equal 

subset partitions or parts, where each subset will become validation (testing) data in turn. At the same time, the rest is 

used as training data. The K-fold CV architecture is shown in Figure 4. 

 

Figure 4. The Architecture of Cross Validation 

The dataset is divided into five equal subsets. At each iteration, one subset becomes the validation data, while the other 

four subsets become the training data. The model is trained on the training data and tested on the validation data, and 

the error score is calculated. After five iterations, the average error score is estimated to get a more accurate model 

error score.  

K-Fold Cross Validation will generate K different error scores (e.g., accuracy, precision, recall, or F1 score) that can 

be measured to evaluate the model's overall performance. These error scores can then be averaged to produce a more 

accurate model error score that represents the model's ability to generalize to data that has never been seen before. 

2.4. Text Pre-processing 

Text preprocessing is an essential step in natural language processing that helps improve the quality and accuracy of 

text analysis in various NLP applications. With proper text processing, text can be processed better, and NLP models 

can better understand the context. 

Data or text pre-processing techniques focus more on transforming the raw data into an understandable structure, where 

primary attention is paid to the keywords present in the text that highlight the context of the sentence or paragraph. 

Simply, text pre-processing means converting documents into a format machine can easily understand, predict, and 

analyze through machine learning algorithms. Naseem et al. [36] explain several techniques for doing text pre-

processing: 

1) Removing Noise  
2) Normalizing Text 
3) Stopwords Removal  
4) Stemming 
5) Lemmatization 
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3. Results and Discussions 

This chapter will discuss the process and trials related to the research, including datasets, preprocessing, LSTM 

Training model, and Testing model. 

3.1. Dataset 

Collecting data about registration information is the initial stage in the development of Chatbot. This research collects 

data through interview techniques with registration operators and registrants who come to BLK Surabaya. By using 

this technique, it can obtain the data needed for research purposes wholly and accurately. 

In addition to interviews, questions that often arise related to registration information will be collected. Questions are 

collected from social media sources (Facebook and IG) and chat messages, then a list of answers is made, which will 

become a list of FAQs used as datasets in the research. 

Eight hundred forty lists of paired questions were collected, then converted into .JSON and used as a database. 

Examples of some of the paired questions and answers are in Table 1. 

Table 1.  Paired Questions 
Question Category 

Q: What time does the registration service open? (Jam berapa pelayanan pendaftaran buka?) 

A: Services are open from 08.00 - 15.00 Western Indonesia Time (Pelayanan buka mulai jam 

08.00 – 15.00 WIB) 

Service Hours 

Q: Where is the address of UPT BLK Surabaya?  (Dimana alamat UPT BLK Surabaya?) 

A: UPT BLK Surabaya is located at Jl. Dukuh Menanggal III/29 Gayungan Surabaya. (UPT 

BLK Surabaya beralamat di Jl. Dukuh Menanggal III/29 Gayungan Surabaya) 

Address of BLK Surabaya 

Q: What are the training registration requirements? (Apa persyaratan pendaftaran pelatihan?) 

A: Register requirements :  Copy of Identity Card / Family Card (1 sheet), Copy of Vocational 

/ Senior High School Certificate (1 sheet), 3x4 Photo (2 Sheets) (Persyaratan pendaftaran :  

Fotocopy KTP/KK (1 lembar), Fotocopy Ijasah SMK/SMA (1 lembar), Pas Foto 3x4 (2 

lembar)) 

Registration Requirements 

Q: How long does the training take? (Berapa lama waktu pelaksanaan pelatihan?) 

A: for training time 260 lesson hours or 33 working days (untuk waktu pelaksanaan pelatihan 

260 JP (33 hari kerja)) 

Training Time 

Q: How do I register for the training? (Bagaimana cara mendaftar pelatihan?) 

A: For registration, you can come directly to BLK Surabaya or online through the website 

(untuk pendaftaran bisa datang langsung ke BLK Surabaya atau secara online melalui 

website) 

How to apply 

3.2. Converting Dataset to .JSON Format 

Data.json is a file containing a collection of questions and answers from messages often asked by registrants in the 

form of a Frequently Ask Question (FAQ) list. The data structure consists of Intents, each labeled/tagged according to 

its category. Within each tag are patterns, sentences of questions often asked by users, and responses, which are answers 

to information providers have provided. Therefore, Data.json makes it easy for the system to recognize patterns and 

determine responses to frequently asked questions.  

The following is the syntax of data.json 

{ 

"intents": [ 

    { 

      "tag": "How_to_apply (Cara_daftar)", 
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      "patterns": [ 

        "how to apply for training? (bagaimana cara mendaftar pelatihan?)", 

        "how do I join the training? (bagaimana cara ikut pelatihan?)", 

        "how to register? (cara daftarnya gimana?)", 

 "where do you register? (Daftarnya lwat mana kak?)", 

 "how to register for BLK? (Cara daftar mengikuti BLK gmn ya?)", 

 "I register BLK (Kak daftar BLK)", 

 "how to register? (Cara daftar gmn ya?)", 

 "how to register? (cara daftar?)", 

 "How to register in training program BLK? (Bagaimana cara mendaftar program pelatihan di BLK 

Surabaya?)" 

           ], 

      "responses": [ 

        "You can register online or offline (Untuk pendaftarannya bisa secara online atau offline kak)", 

 " You can choose to register online or offline (Kamu dapat memilih untuk mendaftar secara online ataupun 

offline.)", 

 "There are two registration options available, namely via the internet or conventionally. (Ada dua opsi 

pendaftaran yang tersedia, yaitu melalui internet atau secara konvensional.)", 

 "Registration can be done through online or manually. (Pendaftaran dapat dilaksanakan melalui sistem online 

maupun dengan cara manual.)" 

      ] 

    },   

   ] 

} 

3.3. Text Pre-processing 

Preprocessing is the initial stage in data processing, where raw or unstructured data is tidied, formatted, and prepared 

to be processed further. Preprocessing is to prepare the raw data to be processed more efficiently and accurately and 

remove unnecessary noise and interference. The preprocessing stage includes several steps: duplicate data removal, 

data normalization, missing data filling, data format conversion, and data cleaning from unnecessary characters or 

symbols. Once preprocessing is complete, the data is ready for further processing using data analysis or machine 

learning techniques. There are four stages of preprocessing performed, namely: 

3.3.1. Change the Abbreviation to Standard Form 

When recognizing a sentence, the system automatically converts all found abbreviations into the standard or standard 

form. Therefore, a slang dictionary is provided, which contains a collection of non-standard words, including 

abbreviations. The slang dictionary structure consists of 2 columns, namely non-standard words and standard words, 

shown in Table 2. For standard word dictionaries, refer to research [37], [38]. 

Table 2.  Slang Dictionary Lists 
Slang Word Formal Word 

woww wow 

Where (dimn) Where (dimana) 
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Slang Word Formal Word 

Happy (met) Happy (selamat) 

Hatch (netas) Hatch (menetas) 

Which Number (kebrp) Which Number (keberapa) 

Very (bgt) Very (banget) 

Sby Surabaya 

Cuteness (gemess) Cuteness (gemes) 

I (aku) I (saya) 

3.3.2. Punctuation 

Punctuation is one of the stages in natural language processing that involves removing or replacing punctuation marks 

in text. Punctuation includes punctuation marks such as periods, commas, question marks, exclamation marks, and 

quotation marks. In natural language processing, punctuation is often considered irrelevant to the meaning of the text 

and can affect the model's performance. Therefore, removing or replacing punctuation marks can improve data quality 

and model performance. Punctuation processing can be done using libraries or algorithms available in natural language 

processing. Figure 5 displays the process of punctuation removal. 

 

 

 

 

Figure 5. Punctuation Removal 

3.3.3. Lemmatization 

Lemmatization is a stage in text processing that aims to convert words to their base form. This is done by removing 

affixes and returning the word to its base form. Lemmatizing is usually done after the tokenizing and stop word removal 

stages. The lemmatizing process can use linguistic rules or a dictionary of base words for a particular language, then 

results in text data that has been processed and simplified, making it easier to process and analyze.  

3.3.4. Grouping By Class 

Grouping by class is a technique used in natural language processing to obtain sentences processed and adjusted 

according to the desired criteria. This process involves several stages, such as tokenization, removal of unwanted words, 

and conversion of words into their base form. The goal is to simplify text processing and make it more understandable 

to the machines or programs. This method can be used for applications like chatbots, sentiment analysis, or text 

classification. In natural language processing, preprocessing sentence base classes is essential to ensure the data 

obtained can be appropriately processed and provide accurate results.  Figure 6 displays the list of classes from the 

data. 

 Punctuation 

Surabaya where is BLK ? 

Surabaya where is BLK 
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Figure 6.  List of Class/Category Groups  

3.4. Padding Stage 

After the data has been pre-processed, it enters the padding stage, a step for text data processing that aims to adjust the 

length of each sentence in the dataset. This is necessary to ensure that each input has a uniform size and meets the 

needs of the deep learning model used. This step can be done by adding unique tokens such as <PAD> at the end of 

sentences shorter than the specified maximum length. Thus, every sentence in the dataset will be the same size and 

ready to be used in model training. Padding preprocessing can also make it easier to process large amounts of text data 

efficiently, as the size of each input has been adjusted before being fed into the model. Figure 7 shows the structure of 

padding stage. 

 

 

 

 

 

 

 

 

(a)                                            (b) 

Figure 7. Padding Stage: (a) Tokenization Results and (b) Padding Results 

3.5. Label Encoder 

Currently, the datasets have the same data length; the next step is to convert categorical data into numeric data. In this 

step, the method used is fit_transform() from LabelEncoder to perform label encoding on the 'tags' data in the 

DataFrame data. This method will process the category data from the 'tags' column and replace it with the appropriate 

numeric value. The encoding results are shown in Figure 8.  

78 Classes 

[‘Address_BLKSurabaya (Alamat_BLKSurabaya)’, ‘Dormitory 

(Asrama)’, ‘How_to_register (Cara_daftar)’, ‘Register_offline 

(Daftar_offline)’, ‘Register_online (Daftar_online)’, 

‘Training_information (Informasi_pelatihan)’, 

‘Business_and_management_training (Pelatihan_bisman)’, 

‘Electronic_training (Pelatihan_elektronika)’, 

‘Muslim_student_association_training 

(Pelatihan_HMI)’,’Electrical_training (Pelatihan_listrik)’, 

‘Manufacture_training (Pelatihan_manufaktur)’, 

‘Automotive_training (Pelatihan_otomotif)’, ‘Building_training 

(Pelatihan_bangunan)’, ‘No_answer (tidakada_jawab)’, 

‘Pocket_money (uang_saku)’, ‘Competence_test 

(uji_kompetensi)’,’minimum_age (umur_min)’, 

‘instructor_interview (wawancara_instruktur)’, 

‘who_made_it_official’ (yang_meresmikan), ….] 

[154, 13, 4, 5, 68], 

[30, 4, 5, 136, 309],  

[310, 13, 4, 5, 68],  

[91, 154, 13, 4, 5, 68],  

[30, 4, 5, 68, 7, 311, 

312], 

[76, 6, 200, 4, 5],  

[4, 5, 68, 73, 76],  

 

[[  0   0   0 ...   0   0 149] 

[  0   0   0 ...   0   0 179] 

[  0   0   0 ...   0   0 149] 

... 

[  0   0   0 ...   0   0   0] 

[  0   0   0 ...   0   0 509] 

 [  0   0   0 ...   0   0 510]] 
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Figure 8. Label Encoding Results 

3.6. Cross Validation 

To test the performance of LSTM modeling on the dataset, an evaluation of the modeling used is carried out, one of 

which uses cross-validation. Cross-validation is a model evaluation technique that measures model performance by 

dividing data into several parts or partitions. At each iteration, one data partition will be used as a test or validation set, 

while the other will be used as training data. The model will be trained on the training data and tested on the test data, 

then the performance of the model will be calculated and recorded. This process is repeated k times, with each partition 

acting as test data, so all data is used as test and training data. The model performance at each iteration is calculated 

and averaged for a more general and reliable model performance. This method allows maximum use of data without 

compromising the quality of model performance.  

The cross-validation stage in the chatbot model development process using LSTM. First, the dataset will be divided 

into several subsets or folds. Next, train the model on each fold and test its performance on other subsets not used for 

training. After all the folds have been trained and tested, we can calculate the average performance of all the folds as 

an estimate of the model performance. By using cross-validation, we can obtain a more stable and reliable estimation 

of model performance and avoid the problem of overfitting the training data. In addition, with cross-validation, we can 

also select the optimal hyperparameters for the LSTM model in the chatbot. 

3.7. LSTM Modeling 

To get a model that meets expectations, repeated experiments are carried out to obtain parameters based on training 

and evaluation needs, along with the parameters and model summary used in the LSTM model.  

Table 3.  LSTM Parameter 
Parameter Value 

Embedding 19 

LSTM 64 

[36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 35 35 35 35 35 35 35 

 35 35 68 68 68 68 68 68 21 21 21 21 42 42 57 57 57 57 57 57 57 58 58 58 

 58 58 23 23 23 23 23 67 67 67 67 67 67 67 77 77 77 46 46 46 22 22 22 22 

 22 22 22 22 22 22 22 22 22 29 29 29 29 29 29 20 20 20 20 20 20 20 20 20 

 20 20 20  2  2  2  2  2  2  2  2  2 66 66 66 66 66 66 66 66 66 66 66 66 

 40 40 40 40 40 40 40 40 40  3  3  3  3  3  3  3  3  3  3  3  4  4  4  4 

  4  4  4  0  0  0  0  0  0  0  0  0  0  0  0  0  5  5  5  5  5  5  5  5 

  5  5  5  5  5  5 41 41 41 41 41 41 41 41 41 41 41 41 41 41 32 32 32 59 

 59 59 59 59 59 59 14 14 14 14 14 14 14 14 14 10 10 10 10 10 10 10 10 10 

 10 11 11 11 11 11 11 11 11 11 11 11  9  9  9  9  9  9  8  8  8  8  8  7 

  7  7  7  7  7 18 18 18 18 18  6  6  6  6  6  6  6  6 16 16 16 16 16 16 

 16 16 15 15 15 15 15 13 13 13 13 13 13 12 12 12 12 12 12 28 28 28 28 28 

 28 28 28 28 28 49 49 49 49 49 49 49 43 43 43 43 43 27 27 53 53 75 75 54 

 54 54 54 54 54 61 61 61 26 26 26 26 26 25 25 25 25 25 39 39 45 45 45 45 

 45 63 63 63 63 63 63 62 62 62 62 62 62 19 19 19 19 19 19 19 17 17 17 17 

 17 17 17 17 74 74 31 31 31 31 50 50 50 50 50 50  1  1  1  1  1  1  1  1 

  1  1 64 64 64 64 64 51 51 51 60 60 60 60 60 60 60 60 60 69 69 69 69 69 

 69 70 70 70 70 70 70 70 65 65 65 65 65 65 65 65 65 65 65 76 76 38 38 30] 
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Parameter Value 

Regulizer L1 & L2 1 e-3 

Dropout 0.5 

Batch size 8 

Optimizer Adam 

Learning Rate 1 e-3 

Epoch 200 

Table 4.  Model Summary 
Layer (type) Output Shape Param # 

Input_1 (inputLayer) [(None, 23)] 0 

Embedding (Embedding) (None, 23, 10) 5460 

Lstm (LSTM) (None, 23, 10) 840 

Dropout (Dropout) (None, 23, 10) 0 

Flatten (Flatten) (None, 230) 0 

Dense (Dense) (None, 78) 18018 

Total params : 24318 (94.99 KB) 

Trainable params : 24318 (94.99 KB) 

Non-trainable params : 0 (0.00 Byte) 

 

3.8. Model Testing 

After conducting a series of test datasets with the LSTM model and validation using K-Fold with total K=5 folds, and 

each fold goes through 200 epochs, is obtained 80% dataset training results in the 5th fold with Accuracy 1.000 and 

Loss 0.006, and at 20% testing data, with mark Accuracy: 0.863, Precision: 0.885, Recall: 0.863 and   F1-Score: 0.852 

( weighted average ), testing on Fold 1 has low accuracy 0.727, and loss 1.6410, for results testing presented in table 

5.  

Table 5.  Testing Result 

Dataset Accuracy Precision Recall F1-Score 

90% 0.869 0.850 0.860 0.845 

80% 0.876 0.884 0.873 0.863 

70% 0.873 0.881 0.869 0.856 

90% Graph Dataset 

 

80% Graph Dataset 
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70% Graph Dataset 

 

Figure 9. Label Encoding Results 

In the Figure 9 comparison dividing the dataset, the dataset shows a 90% accuracy high followed by high loss. While 

the dataset is 70% accuracy small, the following loss is also tiny. 

In this study, the authors also conducted trials using other methods, including GRU, CNN, and LSTM-CNN. The 

dataset used is 80% training data and 20% testing data. The test results can be seen in Table 6. 

Table 6.  Testing Result 

Method Accuracy Precision Recall F1-Score 

GRU 0.845 0.846 0.845 0.858 

LSTM 0.876 0.884 0.873 0.863 

CNN 0.922 0.908 0.922 0.904 

LSTM-CNN 0.904 0.880 0.905 0.885 

Table 7.  Testing Accuracy Answer (20% Testing Data) 

Question Answer Accuracy 

Assalamualaikum Walaikum salam wr wb, Introduce I am ICA, Anyone can I 

help? 

99.72% 

Where is BLK Surabaya? (Dimn alamat blk 

Surabaya ?) 

BLK Surabaya is located on Jalan Dukuh Menanggal III 

number 29, Surabaya, in the Gayungan area 

99.98% 

How to register? (Cara daftarnya gmna ?) Registration Requirements 99.99% 
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Question Answer Accuracy 

What are the training registration 

requirements? (Apa persyaratan pendaftaran 

pelatihan?) 

Register requirements :  Copy of Identity Card / Family Card 

(1 sheet), Copy of Vocational / Senior High School 

Certificate (1 sheet), 3x4 Photo (2 Sheets) (Persyaratan 

pendaftaran :  Fotocopy KTP/KK (1 lembar), Fotocopy 

Ijasah SMK/SMA (1 lembar), Pas Foto 3x4 (2 lembar)) 

74.69% 

@^%#^&%$ Sorry, Ica doesn’t understand, can you repeat it again? (Maaf 

kak, Ica ngga ngerti bisa diulang pertanyaannya?) 

79.82% 

Thank you (terima kasih) Your welcome (sama-sama kak) 99.99% 

In Table 7. a direct trial was conducted by giving six random questions. Of the several answers given, 4 with 99% 

accuracy, and 2 with 76% accuracy, chatbot agents can recognize different question models, some questions are 

abbreviated, there is a symbol, and answers are given with an accuracy of 90% and above. 

3.9. Interface Design 

For chatbots to be used by a wide range of people and to support training registration services at BLK Surabaya, it is 

necessary to design an easy and inexpensive interface. This study will use telegram messenger as the interface. After 

LSTM modeling, it takes four files which will be forming files on telegram, namely:  

1) The LSTM learning model is saved with file name model.h5. 

2) A collection of classes is stored with the file name classes.pkl. 

3) Tokenization results with file name tokenizer.pkl. 

4) The result of converting label encoder mapping source sequence with the variable length to vector with file 

name le.pkl. 

5) A unique collection of words from lemmatized results with the name word.pkl. 

Besides telegrams being able to run via handheld devices, they can also be run in web/desktop mode. So that chatbots 

can communicate via telegram. Several steps will be prepared: 

1) Create a bot agent via Botfather. 

2) After the agent is created, then submit a token that will be used to communicate with the chatbot. 

3) From the token input into the chatbot application that has been prepared. 

4) On the chatbot application side, python-telegram-bot must first be installed to connect. 

5) After the chatbot is connected to the Telegram, it will try to give questions and answers and then record the 

resulting accuracy. 

 

Figure 10. Label Encoding Results 
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After the program is run and the chatbot and telegram are connected, the operator tries to provide questions and answers 

given by the chatbot that have 90% accuracy, as shown in Figure 10. 

4. Conclusions 

After testing and evaluating, chatbot research using LSTM has obtained quite good results. The 70% dataset has the 

highest loss, while the 90% loss dataset is unstable. The number of datasets is still 840 paired questions, so it affects 

the accuracy of the modeling. For future research, the dataset will be added to 1000 questions to improve the accuracy 

obtained. In addition, it will compare with models other than LSTM so that a more varied Accuracy value will be 

received. 

Besides that, comparison trials have been carried out using other methods, including GRU, LSTM, CNN and LSTM-

CNN. It was found that the CNN method had the best results, namely an accuracy of 92.2%. It is acknowledged that 

the CNN method has advantages in extracting features from text, such as word patterns or short phrases, and can 

identify specific features in groups of words, while LSTM only focuses on understanding long sequence relationships 

which may be less accurate for capturing features between texts. From the research trials, it can be concluded that 

chatbot research using LSTM obtained quite good results, using a dataset of 80%:20%, namely Accuracy of 0.876, 

Precision of 0.884 and Recall of 0.873. 

In this LSTM-based chatbot research, there are still many limitations experienced, one of which is related to the dataset 

which is only 840 paired questions, so it affects the accuracy and loss results. To get high accuracy results requires a 

large and varied dataset. Apart from that, the chat context is still text-based and the topic only serves training 

registration information. Currently, text-based chat can still handle information needs. Hopefully the results of this 

research in the future can be useful and perfected, especially in developing Chatbots using Artificial Intelligence. 

To improve the accuracy, the dataset should be expanded to 1000 paired questions for future research. The modeling 

will be compared with the latest modeling such as Bidirectional LSTM, Bert Transformers so that more varied accuracy 

values will be obtained. The chatbot discussion topic will be expanded not only around training registration information 

but can also serve the training implementation process in each profession. Moreover, the text-based chat interface will 

be changed to voice-based, making conversation easier. 
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