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Abstract

Scholarship selection with big volumes of college student data in an university undoubtedly required a lot of resources and time. Besides the
inefficient factor, there are also human-error occurred in the scholarship selection process. Error and risk can be reduced with ensemble
learning approach. The different with another method is that usually research will only choose one algorithm or doing comparison to search the
best algorithm. But in ensemble learning, some of algorithms called base learner combined to shape a new more-established model. With
ensemble, more accurate result of the scholarship selection produced and also had the most minimum error value. In this research, there are two
algorithm used as the base learner which are K-Nearest Neighbor (KNN) and Support Vector Machine (SVM). Experiment showed result of
KNN with 91% of accuracy and SVM with at the rate of 75% accuracy. This base learner combined into an ensemble learning model using
voting classifier. After last experiment, ensemble learning model succesfully created and produced the scholarship prediction result up to 100%
of accuracy on training data. With streamlit, an application has been made which can automatically determine whether a student is accepted or
rejected in the scholarship selection process. From the result, ensemble learning model can be used by academics as a Decision Support System
(DSS) for determining scholarship recipients. This model can also be used as a development for institutions in the academic field.
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1. Introduction
Processing large amounts of data, such as student data surely need many resources: human resources, cost, and time
[1]. Human-error cases were also found where sometimes the data isn’t efficient enough and many error occurred.
Human errors in making decisions can be suppressed by using certain technologies, which in this case Machine
Learning algorithm approach used to do the prediction process. In the prediction process itself, of course, there will
be also error value in process. Because of this there will be some prediction inaccuracies and decreasing performance
of the data. To encounter this problem, the ensemble technique can be used as one of method to reduce the error of
prediction data [2]. With the ensemble learning mechanism, data performance increased and can get more accurate
prediction result [3].

There are large of number scholarship program for each department in an educational institution. Each program has
its own mechanism and found that each process taking lot of times due to the large amount of data received from the
student. There are requirements for a system that is capable of determining scholarship recipients in order to improve
the academic system. This research intend to obtain a scholarship recipient selection model with high performance
and high accuracy using Ensemble Learning Technology. The results of this study can be used to create a
decision-making system to quickly and accurately process and monitor scholarship recipients in an institution,
especially educational institution.

Ensemble learning is a model that combines predictions from two or more algorithm models [4]. The models that
contribute to the ensemble, referred to as base learner, may be consist of the same type or different types and also
may or may not be trained on the same training data. The Predictions made by ensemble members can be combined
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using statistics, or by more sophisticated methods. By combining some algorithms as a base, ensemble has a aim to
achieve result with better performane and moreover the accuracy itself [5].

2. Related Works
Explaining Several past studies have made a scholarship prediction using K-Nearest Neighbor (KNN) and Support
Vector Machine (SVM). The first related work is “Using KNN Algorithms for Determining the Recipient of Smart
Indonesia Scholarship Program” by Purwanto and Dadang Syarif Sihabudin Sahid. The authors made a prediction for
a scholarship selection program named Smart Indonesia using KNN and after that analyzed the accuracy
performance. The result shows that the model has an accuracy rate of 66.79% which is quite good for datasets with
high variance [6].

Wirawati Dewi Ahmad and Azuraliza Abu Bakar compared and analyzed the performance of the K-Means and
K-Medoids algorithms in the scholarship selection process in a study titled "Classification Models for Higher
Learning Scholarship Award Decisions". In this study, they used five algorithms: Naive Bayes, SVM, J48, Random
Tree (RT), and finally ANN (Artificial Neuron Network). They used 10-fold cross-validation and split the dataset
90% into the training dataset and 10% into the test dataset. As a result, it was found that the SVM model has the
highest accuracy compared to other models because it shows an accuracy of 86.9% [7].

From these studies, even though the algorithm shows a good accuracy but model performance still can be improved
the model by joining these 2 models. There’s research from Ujjwal Pasupulety, Aiman Abdullah Anees, Subham
Anmol, and Biju R Mohan who predict stock prices using ensemble learning named “Predicting Stock prices using
Ensemble Learning and Sentiment Analysis”. To make the ensemble model they combine 2 models, which are KNN
and Random Forest. They found out that the ensemble has better performance on a dataset spanning 5 months [8].

Another research that predicts using ensemble was performed by Amit Kumar Patra, Ratula Ray, Azian Azamimi
Abdullah, and Satya Ranjan entitled “Prediction of Parkinson's disease using Ensemble Machine Learning
classification from acoustic analysis”. They did research to understand whether patients have Parkinson's Disease or
not using some base classifiers such as decision tree, logistic regression, and K-Nearest Neighbor. Their study shows
that the ensemble model has the best accuracy compared to the base classifier in most of the cases [9]. In conclusion,
various studied proved that ensemble can be used to increase accuracy of the model and also the performance quality.

3. Method
3.1. Support Vector Machine (SVM)
Support Vector Machine (SVM) is one of the algorithms that is widely used to do the classification process that
works by finding the hyperplane with the largest margin value [10]. This algorithm was first introduced by Boser,
Vapnik, and Guyon in 1992. SVM is supervised learning [11] where before being able to do the classification process
this model needs to be taught first through the existing data so later when asked to do the classification it can see a
return to previously trained data for decision consideration [12].

3.2. K-Nearest Neighbor (KNN)
K-Nearest Neighbor or better known as KNN is one of the supervised machine learning [13] where the modeling is
first done by teaching and training the model with the existing data. In its implementation, KNN is widely used to
solve classification and regression problems. KNN is considered as a very simple classification method to implement
in classifying [14][15] because it is based on the closest distance to its neighbors or the k variable [16]. The value of
the k variable means the number of nearest neighbors that will be used to predict the value of the point in the future.
For example, suppose the value of n_neighbors is 3, then this model will use the three closest neighbors to predict the
value [17].
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3.3. Ensemble Learning
Ensemble Learning is an algorithm to search for the best predictive solution compared to other algorithms because
this method uses several learning algorithms to achieve better predictive solutions. In ensemble learning, there are
several classifier methods such as adaptive boosting-based [18], voting-based, and bagging-based.

In this study voting method, which is one of the easiest ensemble learning techniques used. The method starts by
creating two or more separate models with the same dataset. Then the Voting-based Ensemble model can be used to
wrap the previous model and perform aggregation of Predictions created by sub-models and can be weight [19][20].
Streamlit, which is currently a popular tool for deploying machine learning methods also used for application
implementation. In Streamlit, HTML code can be used within a python file and there is no need to create another
template [21].

3.4. Data Collection and Analysis
To obtain data on UIN students who received scholarships, an online questionnaire was conducted using Google
Forms and used. In the data input collection stage through the online survey, a total of 106 data were derived.
Respondents are students from various existing majors who have received or are currently receiving both on-campus
and off-campus scholarships at UIN Jakarta.

The process of conducting a survey is carried out by first determining the necessary scholarship variables and
grouping them into questions. Features included in this study are supporting variables for personal data such as date
of birth, campus, faculty, department, single tuition (UKT), and achievement. For the label, it can also be referred to
as the output of the model, in this case, a state variable indicating whether the student is eligible for a scholarship.
After dividing into features and labels, the data can be divided into training data and test data.

3.5. Research Flow
Before doing the training process, first flow of the research must be knowed. Here’s given the flow chart to give a
brief explanation of step by step that must be done to complete the research.

Figure. 1. Flow of the research
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From figure 1, in general there are 3 main process: collecting data, training the data, and lastly predict the data using
model that have been made. Previous section already explain how data gathered by using questionnaire. From the
questionnaire there are some process to clean data: erasing redundancy data, fixing typos, and convert it into a csv
file. Training process will be process after all the data preprocessing step finished. After that research began to make
the base learner: KNN and SVM. Base learners don’t have to reach 90% accuracy because base learner will be
combined later, but having a good base learners are preferable. proceed to the next step: combining the base learners
into 1 ensemble learning model and then train it to get better performance and accuracy. After ensemble learning
model created existing model ready to predict data, whether it is from the data test or input new data.

3.6. UML Diagram
To facilitate the system design process, relationships between actors and systems need to be analyzed. UML diagrams
are needed to document and define the system [22]. There are actually thirteen diagrams [23], but in this research two
types of diagrams used: structural diagrams, which focus more on the structure of the system, and behavioral
diagrams, or called as activity diagram which focus on showing the system flow [24], represent the activities user can
do within the system. The following list shows examples of both use case diagrams and activity diagrams.

In use case diagram, there are 3 main component used: use case, actor, and the relation itself [25]. From use case
diagrams, there are informations about the behavior of the system and the activities that actors in system can perform.
Here are the use case diagram for the ensemble systems:

Figure. 2. Use Case Diagram of System

In order to make it easier for user to predict, there are also UI application for prediction. Figure 2 showed by using
the application user can simply upload the dataset and then system will automatically generate the prediction result.
After entering the application there are 3 main menu user can use: Data, Model, and Report. In data section user can
upload the document which in this case the scholarship selection document. In model section out system will train the
data and then showing the result, whether the person is accepted or not for the scholarship. In report section, user can
see the model performance. If the model isn’t reached the desirable accuracy, user can repeat the training process.

There are also activity diagram serves to show the steps and system activities from the beginning to the end of the
activity [26]. In this diagram, the activity between the actors and the system can be seen.
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Figure. 3. Activity Diagram – Making Model Process

Based on Figure 2, it can be seen that the process of creating a model is performed by the user. When the user enters
the system, the user can go directly to the model menu. After that, the system will display a list of available methods
and parameter options. The system then displays a list of available methods and parameter options. The user selects a
requirement and the system creates a model directly. The generated model is stored in the system and can be used
later to predict the scholarship acceptance process.

Figure. 4. Activity Diagram – Prediction Process

Figure 3 provides information about the forecasting process. After the user uploads data to train the generated model,
the user can upload the data set to make predictions. After that, the system will perform the prediction process and
display the prediction results for the student's scholarship receipt displayed in the data frame.
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4. System Implementation Model
4.1. Support Vector Machine Model
The next step is the development of an algorithm with a generative model of the SVM itself. Classifier generation is
done using a package from "scikit-learn". This study uses default parameters/linearities. In very complex cases, such
as predicting scholarship recipients, an additional parameter called C is used to avoid noise [15]. A classifier is
trained to generate a model. Model training using the training data. Once the model is formed, the prediction process
can be performed with the test data.

4.2. K-Nearest Neighbor Model
In building the KNN algorithm to apply the model used in "scikit-learn" [24], the first step begins with determining
the hyperparameters and creating the correct class model. For the kNN algorithm, the "scikit-learn" implementation
must choose k values called n_neighbors. For the fabrication of ensemble learning, multiple models needed to run 3
experiments with different n_neighbors values in KNN, choosing 2, 3, 4 k values.

The generated model is stored in the KNN variable and ".fit()" allows the model to learn from the data. The next step
is prediction, which predicts whether students will accept their scholarship status. In data preprocessing, predictions
are made using previously shared test data. Predictions can be made using the KNN.predict() command, which can be
fed into the model variable KNN.

4.3. Ensemble Learning Model
The model used as the basis for ensemble learning is a combination of SVM and KNN algorithms. Next, choosing the
ensemble learning method - Voting. First, the voting-based ensemble model is imported using Python's "sklearn"
package, and voting is provided through the VotingRegressor and VotingClassifier classes. VotingClassifier is
assigned to a variable called "clf" which contains the list of estimators and the type of vote. The estimator is later
followed by a list of models in the form of a list containing several models of previously generated SVMs and KNNs.

The original SVM algorithm does not predict probabilities but can be configured to predict a score equal to
probability by setting the "probability" argument to "True" in the SVC class. Because soft voting does the sum of
predicted probabilities (or scores equal to probabilities) for each class label and produces a final prediction, it predicts
the label with the greatest probability [27]. When predicting whether a scholarship student will pass or fail, if the
predicted value is greater than 0.5, it is rounded to 1 (eg, if it is less than 0.5, it is rounded to 0 and rejected). The
prediction results are stored in an array created using the NumPy package.

5. Experimental Result
Simulations are performed by training the previously partitioned test data using the Support Vector Machine
algorithm and the K-Nearest Neighbor algorithm. After three tests, it is finally integrated into an ensemble learning
method and use the trained data to create a report model.

Table. 1. SVM Model Test Result (C= 0.4)

Number
Support Vector Machine Model Performance

Precision Recall F1-Score Support

1 0 0.86 1.00 0.92 12

2 1 1.00 0.80 0.89 10

3 Accuracy 0.91 22
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4 Macro average 0.93 0.90 0.91 22

5 Weighted
average 0.92 0.91 0.91 22

From table 1, the accuracy of SVM is 91%. SVM has an overall good performance because all of the parameters
which are precision, recall, and, F1-Score also have good score. For example the precision can be up to 100%, same
as recall. However, the score especially F1-Score still can be improved. Because of this, SVM can be a good base
learner.

Table. 2. KNN Model Test Result (k= 4)

Number
K-Nearest Neighbor Model Performance

Precision Recall F1-Score Support

1 0 0.71 1.00 0.83 12

2 1 1.00 0.50 0.67 10

3 Accuracy 0.77 22

4 Macro average 0.85 0.75 0.75 22

5 Weighted
average 0.84 0.77 0.75 22

From table 2, Performance score of KNN isn’t really good. Even thought it has 83% in one of F1-Score but the
accuracy is only 77%. The score worsen in recall because it only has 50% of score. If KNN is the only algorithm
used in this research, then the prediction result won’t be good. Because of this, KNN will be combined with SVM to
make a new ensemble model to create better model with better performance in general.

Table. 3. Ensemble Model Test Result

Number
Ensemble Learning Model Performance

Precision Recall F1-Score Support

1 0 1.00 1.00 1.00 12

2 1 1.00 1.00 1.00 10

3 Accuracy 1.00

4 Macro average 1.00 1.00 1.00 22

5 Weighted
average 1.00 1.00 1.00 22
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From Table 3, the ensemble learning method itself, has a very high level of accuracy, which is 100% in this case. This
indicates that the ensemble learning method is very good and can be used to predict students' scholarship acceptance
decisions. After completing algorithm experiment, web-based application can be made which can accurately predict
scholarship recipients using the "Streamlit" tool, and applied various machine learning models to obtain accurate
results.

Application consists of 4 menus: Home, Data, Model and Report, each with its own unique function. The Home
menu is the main menu that links to the main page of the application and is displayed via a drop-down of the full
menu list.

Figure. 5. Application GUI - Input Process

The next menu is the data menu shown in Figure 5. Uploading desired dataset by dragging and dropping files from
this menu. The file is in "csv" format and when data uploaded system showing the data frame.
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Figure. 6. Application GUI - Training Process

Model can be trained with an existing algorithm from the Models menu. There are three configurable algorithms. The
first is the default model using ensemble, or choose the default algorithm, either KNN or SVM algorithm. To create
the model, the user simply selects the desired algorithm and sets the parameters as shown in Figure 6.

Figure. 7. Application GUI – Prediction Result
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After training the model, system will allow to scroll down the page and finally see the scholarship prediction results
in the "Prediction result" column. Diterima means accepted and ditolac means rejected. In Figure 7 showed whether
the student has been accepted for the scholarship or not. In addition to the results, it also shows the accuracy
comparison of the model, and the current ensemble learning model is good with 90% of accuracy.

Figure. 8. Accuracy Comparison

After all process, model will be measured from accuracy of several predictive tests performed, as shown in Figure 8.
As shown in this figure, Ensemble models always have the highest level of accuracy (over 90% to 100%) and
Ensemble learning has the best accuracy compared to other basic algorithms.

6. Conclusion and Suggestion
The complexity of the scholarship selection process in an university has led into several problems: inefficient data,
human-error, and consuming lot of time. This study proposed a new more-established kind of model to help
predicting the selection process, whether the student will be accepted or not for the scholarship. Using Ensemble
learning this study using two base learner which are K-Nearest Neighbor and Support Vector Machine to be
combined into a Ensemble Learning model using voting classifier. Based from the result, ensemble learning can
generate prediction result with 100% of accuracy, precision, recall, and F1-Score. According to the result, it can be
said that the model can perfectly predict the selection process better than KNN and SVM Model. Furthermore,
application also made to automatically predict the result based from the uploaded dataset using streamlit.

After completing the research, there are several things can be improved. By adding more data especially the training
data into dataset, model performance can increased, both accuracy and precision and moveover the prediction result.
Deployment will also work to reach broader audience, not only local access by utilizing cloud service in order to
make real-time prediction application. Adding base learner will also considered and doing comparison to get the best
algorithm combination.

In conclusion, the results of this study can be used as a DSS (Decision Support System) for scholarships at various
universities. If the results of this study are utilized, application can be used not only in the prediction of scholarships
but also in various similar fields in universities.
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