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Abstract 

Tourist satisfaction is a key proxy for destination service quality, yet automatic sentiment analysis of online reviews still faces class imbalance, 

overfitting, and limited deployability. This study proposes ACLM, a hybrid sentiment classification pipeline that learns semantic and temporal 

features with a CNN-LSTM backbone and evaluates three classifier heads (Softmax, Logistic Regression, XGBoost) on a three-class corpus 

(neutral, satisfied, dissatisfied). The objective is to deliver an accurate and operational model for decision support in tourism services. The idea 

combines Word2Vec embeddings, a compact CNN for local patterns, an LSTM for sequence dependencies, and a training workflow with text 

cleaning, SMOTE based balancing, and regularization to curb overfitting; outputs are exposed through a simple Streamlit interface. Results show 

that CNN-LSTM with a Softmax head attains accuracy 0.89, macro precision 0.89, macro recall 0.84, and macro F1 0.86, outperforming Logistic 

Regression (accuracy 0.87, macro precision 0.84, macro recall 0.82, macro F1 0.82) and XGBoost (accuracy 0.85, macro precision 0.80, macro 

recall 0.82, macro F1 0.80). The findings indicate that deep sequence features paired with a simple Softmax head provide the best tradeoff between 

accuracy and stability for three-way sentiment classification. The contribution is a reusable, end to end blueprint from preprocessing and balanced 

training to quantitative evaluation and an inference GUI, and the novelty lies in testing interchangeable classifier heads on a single CNN-LSTM 

feature extractor while explicitly addressing data imbalance and deployment constraints. The GUI is implemented using the highest accuracy 

model, namely CNN-LSTM with Softmax. 
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1. Introduction  

Tourism is a strategic sector that plays a crucial role in national economic growth [1]. The Indonesian government has 

designated several destinations as Super Priority National Tourism Strategic Areas (KSPN), including Lake Toba, 

Borobudur, Mandalika, Likupang, and Labuan Bajo [2]. Efforts to improve the quality of tourism services in these 

destinations require data-driven decision-making, particularly concerning tourist perceptions and satisfaction. 

With the advancement of technology, tourist reviews distributed through digital platforms such as Google Review, 

TripAdvisor, and social media have become an important source of information to evaluate the quality of services and 

facilities at tourist destinations. However, manual analysis of these reviews is limited in terms of efficiency and 

objectivity. Therefore, an analytical model is needed that can automatically process textual review data and provide 

accurate classifications regarding tourist satisfaction levels [3]. 

Previous studies have explored hybrid deep learning approaches such as CNN-LSTM. For example, [4] conducted 

sentiment analysis using CNN-LSTM combined with early stopping to prevent overfitting and achieve optimal 

performance, resulting in an accuracy of 85%. Another study by [5] using CNN-LSTM achieved 91% accuracy. 

Similarly, sentiment analysis on product reviews using CNN-LSTM yielded an accuracy of 85% [6]. A related study 

[7] also reported an 86% accuracy using CNN-LSTM. In addition to deep learning, several studies utilized machine 
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learning methods. For instance, [8] used the Naïve Bayes algorithm for sentiment analysis and achieved 92% accuracy, 

while another study employing SVM reached 93% accuracy [9]. Some research has even combined both approaches, 

using hybrid deep learning–machine learning models. 

Although some studies have proposed hybrid models such as CNN-SVM [10] or LSTM-Adaboost [11], these 

approaches are still limited to basic integrations and have not optimized the full feature extraction pipeline of CNN-

LSTM followed by classification using more robust machine learning models such as XGBoost or Logistic Regression. 

Furthermore, there is a lack of research applying this hybrid approach in the context of tourist satisfaction analysis at 

Indonesia’s super-priority destinations, which face linguistic challenges, diverse user expressions, and a critical need 

to utilize review data for directly improving tourism service quality. This study specifically focuses on reviews written 

in Indonesian, making it highly relevant to the local context but also more challenging due to the variety of informal 

expressions and slang commonly used by reviewers. To ensure the dataset was ready for analysis, a series of 

preprocessing steps were applied, including text cleaning, case folding, tokenizing, stemming, and filtering, which 

helped standardize the input data and improve the effectiveness of the sentiment analysis model. 

This study proposes the ACLM Model (Architecture of CNN-LSTM and Machine Learning) as a solution to address 

the limitations of previous research regarding the integration of deep learning and machine learning, specifically in the 

context of analyzing tourist satisfaction. The ACLM model leverages Word2Vec as an embedding technique to convert 

textual data into numerical representations for further processing. The CNN architecture is used to extract spatial 

features from the text [12], while LSTM captures sequential patterns and long-term context [13]. The outputs from 

CNN-LSTM are then classified using several machines learning algorithms, including Softmax, Logistic Regression, 

and XGBoost, to obtain optimal classification performance. Another advantage of this approach is the deployment of 

the best-performing model in a GUI-based application using Streamlit, enabling real-time automated testing on new 

review data. Thus, the analysis results are not only academic but also practical, providing a data-driven foundation for 

enhancing the service quality of Indonesia’s super-priority tourist destinations in a more adaptive manner. 

2. Literature Review  

Research on sentiment analysis in the tourism sector has been widely discussed using both machine learning and deep 

learning algorithms. A study by [14] compared two deep learning algorithms, CNN and LSTM, for sentiment analysis 

on drug reviews. The results showed good F1-Score: CNN achieved 88.44% and LSTM achieved 88.82%. Another 

study employed a machine learning algorithm, Random Forest, to analyze tourist reviews of Phuket, achieving an 

accuracy of 79.70% [15]. Further research in Indonesia applied sentiment analysis to travel agents using a machine 

learning approach with NSS, yielding high accuracy ranging from 95.44% to 97.71%. However, despite the high 

accuracy, this model performed poorly in terms of precision, recall, and F1-score [16], indicating overfitting. 

Overfitting occurs when a machine learning model becomes too tailored to the training data, memorizing details and 

noise [17]. As a result, the model performs well on training data but poorly on new or test data, indicating a lack of 

generalization. Overfitting can often be identified through a large gap between training and testing accuracy or rising 

validation error [18]. 

Previous studies have also implemented hybrid algorithms for sentiment analysis using deep learning. For instance, 

[19] combined CNN and LSTM to analyze hotel reviews, achieving a reasonably good accuracy of 77%. To address 

overfitting, other studies introduced dropout in CNN-LSTM architectures [20], and some also implemented early 

stopping [4]. Another common problem in sentiment datasets is class imbalance. When data labels are imbalanced, 

machine learning models tend to favor the majority class [13]. This leads to higher overall accuracy but poor 

performance in predicting the minority class, as reflected in low precision, recall, or F1-score values [21]. Such issues 

are critical in real-world tourism applications, where misclassifications can lead to misleading decisions. Prior studies 

have addressed this problem using techniques such as SMOTE [22], SMOTE-ENN [23], ADASYN [24]. 

Despite these advancements, prior research still has several limitations. Some studies such as [15] and [20] only focused 

on comparing or combining CNN and LSTM models without systematically addressing overfitting. Others like [16] 

and [17] used traditional algorithms like Random Forest and NSS, which yielded high accuracy but failed in precision 

and recall, indicating overfitting and inability to handle class imbalance effectively. 
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This study differs by not only utilizing a hybrid CNN-LSTM architecture but also integrating dropout at multiple layers 

and implementing early stopping to systematically prevent overfitting. Moreover, this research adopts an ensemble 

approach at the output layer by comparing the performance of Softmax, Logistic Regression, and XGBoost, aiming to 

enhance both accuracy and model stability. For class imbalance, this study applies weighting or balancing strategies 

integrated within the training process, rather than relying solely on preprocessing techniques. 

Additionally, the proposed pipeline starts with Word2Vec embedding, followed by feature extraction using CNN, 

temporal processing with LSTM, and classification using various output algorithms. Evaluation is performed 

comprehensively using accuracy, precision, recall, and F1-score. As a practical contribution, this research also offers 

a GUI to facilitate interactive sentiment classification for end-users. Thus, the study not only excels technically but 

also presents a more practical and user-friendly solution for real-world applications, particularly in supporting decision-

making based on tourist feedback. 

3. Methodology  

Figure 1 illustrates the proposed system workflow in this study, which integrates a hybrid CNN-LSTM architecture 

with several optimization techniques for sentiment analysis. The process begins with dataset preprocessing using 

Word2Vec embedding, followed by feature extraction through CNN and sequential modeling using LSTM. To prevent 

overfitting, dropout is applied at several layers along with an early stopping mechanism. The network output is passed 

to a dense layer and then classified using multiple approaches such as Softmax, Logistic Regression, and XGBoost. 

Model evaluation is conducted using accuracy, precision, recall, and F1-score metrics. As a practical implementation, 

the model’s results are also tested through a GUI to facilitate user interaction and enable direct system usage. 

 

Figure 1. Methodology Flow 

3.1. Dataset 

This study utilizes a dataset of 4,982 user reviews obtained from the Google Review platform, specifically related to 

Indonesia’s Super Priority Tourism Destinations such as Lake Toba, Borobudur, Mandalika, Likupang, and Labuan 

Bajo. These reviews reflect tourists' direct perceptions of service quality, facilities, and overall travel experiences, 

making them a rich and relevant source of data for analysis in the context of improving national tourism service quality. 

The dataset is distributed into three sentiment categories: Neutral (2,611 reviews), Satisfied (1,804 reviews), and 

Dissatisfied (567 reviews). This distribution highlights the predominance of neutral and positive feedback, while 

negative feedback is relatively limited. The data were systematically collected to cover various expressions of 

satisfaction and dissatisfaction, which were then used in the labeling process and sentiment analysis model training. 
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3.2. Preprocessing 

Text preprocessing is a crucial step in Natural Language Processing (NLP) that aims to clean and prepare textual data 

before it is fed into a model [25]. The process begins with case folding, where all letters are converted to lowercase to 

prevent the model from distinguishing words based on capitalization [26]. Next, text cleaning is performed by removing 

irrelevant characters such as numbers, symbols, punctuation, URLs, and emojis [27]. Once the text is cleaned, 

tokenization is applied to split sentences into words or smaller units [28]. The resulting tokens are then filtered through 

stopword removal, which eliminates common words that carry little meaningful value for analysis, such as “and”, 

“the”, or “in” [29]. This is followed by stemming, which reduces words to their root forms so that different word 

variations with the same root are treated as the same by the model [30]. These preprocessing steps ensure the text data 

is clean, consistent, and ready for processing by machine learning or deep learning algorithms. 

3.3. SMOTE 

Synthetic Minority Over-sampling Technique (SMOTE) is a method used to address class imbalance in datasets, 

particularly when the number of samples in the minority class is significantly smaller than in the majority class [31]. 

This imbalance often causes models to become biased toward the dominant class while neglecting the minority class. 

SMOTE generates synthetic data for the minority class instead of simply duplicating existing samples. It works through 

interpolation by selecting a random point between an existing minority sample and one of its nearest neighbors, then 

creating a new synthetic sample at that point [32]. By increasing the diversity of the minority class, SMOTE enables 

models to better capture patterns from that class, thereby improving their generalization capability, especially in 

detecting minority cases. Figure 2 shows the initial dataset before data balancing was performed. Figure 2 shows the 

dataset before balancing using SMOTE. 

 

Figure 2. Dataset Before Balancing 

Figure 2 shows the original distribution of sentiment labels before balancing. The dataset is dominated by the Neutral 

class with more than 2,500 samples, followed by the Satisfied class with around 1,800 samples, while the Dissatisfied 

class is the smallest, containing only about 550 samples. This imbalance indicates the necessity of applying a 

resampling technique to ensure the model can effectively learn from all sentiment categories. Figure 3 presents the 

distribution of sentiment labels after applying SMOTE. Each class: Neutral, Satisfied, and Dissatisfied has been 

balanced to contain 2,600 samples. 

 

Figure 3. Dataset After Balancing with SMOTE 
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This balanced distribution ensures fair representation across all sentiment categories, reduces bias toward the majority 

class, and enhances the model’s ability to classify minority sentiments more accurately. In this study, SMOTE was 

applied using the default parameter setting of k = 5 nearest neighbors, which determines how synthetic samples are 

generated through interpolation. This choice provides a good balance between diversity and stability of the synthetic 

data, helping the model generalize more effectively across classes. 

3.4. Word2vec 

In this study, the Continuous Bag of Words (CBOW) architecture of the Word2Vec model is used to transform tourist 

review texts into fixed-size numerical vector representations. CBOW works by predicting a target word based on its 

surrounding context words within a specified window size [33]. For example, if the target word is 𝑤𝑡′
 the context words 

are {𝑤𝑡−𝑐 , … , 𝑤𝑡−1, 𝑤𝑡+1, … , 𝑤𝑡+𝑐}, where 𝑐 is the context window size. The objective of the CBOW model is to 

maximize the probability of the target word given its context, as expressed by the following equation: 

1

T
∑ log P(wt | wt−c, … , wt−1, wt+1, … , wt+c)

T

t=1

 (1) 

The conditional probability 𝑃(𝑤𝑡  | 𝑐𝑜𝑛𝑡𝑒𝑥𝑡) is computed using the softmax function: 

P(wt | context) =
exp (vwt

T  . h)

∑ exp (vw
T  . h)W

w=1

 (2) 

ℎ is the average of the input word vectors from the context; 𝑣𝑤𝑡
 is the output vector of the target word 𝑤𝑡;  𝑊 is the 

total vocabulary size. 

CBOW was chosen in this study due to its computational efficiency and its ability to capture the semantic meaning of 

words based on their local context. This is particularly useful for analyzing tourist reviews, which often contain short 

but meaningful expressions of satisfaction or dissatisfaction. The word embeddings generated by CBOW are then used 

as input to the CNN-LSTM architecture in the proposed ACLM model, enhancing the model’s ability to understand 

both semantic context and sequential word patterns in the review texts [34]. 

3.5. CNN-LSTM 

The CNN-LSTM architecture combines CNN and LSTM networks to extract both spatial and sequential features from 

text data [4]. In this study, CNN is first used to detect local patterns such as n-gram features from the embedded word 

vectors (produced by Word2Vec-CBOW). These convolutional filters slide over the input matrix and generate feature 

maps that highlight important local dependencies. Mathematically, the convolution operation in 1D CNN can be 

expressed as: 

𝑓𝑖 = 𝜎 (∑ 𝑤𝑗 . 𝑥𝑖+𝑗 + 𝑏

𝑘−1

𝑗=0

) (3) 

𝑥 is the input sequence (word embeddings); 𝑤𝑗 is the weight of the filter of size 𝑘; 𝑏 is the bias term; 𝜎 is the activation 

function (e.g., ReLU); 𝑓𝑖 is the output of the convolution operation at position 𝑖. 

The output from CNN is then passed to the LSTM layer, which captures long-term dependencies and the temporal 

sequence of the extracted features. LSTM is a type of Recurrent Neural Network (RNN) designed to overcome the 

vanishing gradient problem by introducing gating mechanisms: input gate  it, forget gate  ft, and output gate  ot [35]. 

The LSTM operations can be described by the following equations: 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) 

𝑖𝑡 = 𝜎(𝑊𝑖. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) 

𝐶̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝐶 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) 

(4) 
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𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶̃𝑡) 

𝑜𝑡 = 𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝐶𝑡) 

𝑥𝑡  is the input at time 𝑡; ℎ𝑡 is the hidden state; 𝐶𝑡 is the cell state; 𝑊and 𝑏 are weight matrices and biases; 𝜎 is the 

sigmoid activation function; 𝑡𝑎𝑛ℎ is the hyperbolic tangent function; * denotes element-wise multiplication. 

By combining CNN and LSTM, the model benefits from both local feature detection (via CNN) and temporal sequence 

learning (via LSTM). This makes CNN-LSTM especially effective for analyzing textual data like user reviews, where 

the local phrase structures and word order both contribute to understanding sentiment or satisfaction levels. 

3.6. Softmax 

Softmax is an activation function commonly used in the output layer of neural networks for multi-class classification 

tasks [36]. It converts the raw output scores (logits) of the model into probabilities that sum to 1, allowing each value 

to be interpreted as the likelihood of a particular class. In the context of the CNN-LSTM architecture, after spatial and 

sequential features are extracted from the review text data, the final output is passed through the Softmax function to 

determine the probability of each sentiment class, such as “satisfied”, “neutral”, or “dissatisfied”. Mathematically, the 

softmax function for the 𝑖 -th class is defined as: 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑧𝑖) =
𝑒𝑧𝑖

∑ 𝑒𝑧𝑗𝐾
𝑗=𝑖

 (5) 

𝑧𝑖  is the raw score (logit) for class 𝑖; 𝐾 is the total number of classes; 𝑒 is the exponential function. 

Softmax ensures that the output values are positive and normalized, making them interpretable as class probabilities. 

The class with the highest probability is then selected as the model’s prediction, which is particularly useful in 

sentiment analysis tasks where the categories are mutually exclusive. 

3.7. Logistic Regression 

Logistic Regression is a widely used statistical model for binary and multi-class classification tasks. Unlike linear 

regression, which predicts continuous values, logistic regression is used to predict the probability that a given input 

belongs to a particular class [37]. In the context of this study, logistic regression is employed as one of the classification 

layers following the CNN-LSTM feature extraction, aiming to classify the sentiment or satisfaction level of tourist 

reviews. The model estimates the probability of a class using the logistic (sigmoid) function, which maps any real-

valued number into the range [0, 1]. For binary classification, the predicted probability that an input 𝑥 belongs to the 

positive class is calculated as: 

𝑃(𝑦 = 1|𝑥) = 𝜎(𝑤𝑡𝑥 + 𝑏) =
1

1 + 𝑒−(𝑤𝑇𝑥+𝑏)
 (6) 

𝑥 is the feature vector (e.g., output from CNN-LSTM); 𝑤 is the weight vector; 𝑏 is the bias term; 𝜎 is the sigmoid 

function. 

In multi-class classification (e.g., “satisfied”, “neutral”, “dissatisfied”), logistic regression can be extended using the 

softmax function to predict the class with the highest probability. Logistic regression is favored for its simplicity, 

interpretability, and efficiency, especially when the relationship between features and the output class is approximately 

linear [38]. In this study, it serves as a lightweight yet effective classifier that complements the deep feature 

representations generated by CNN-LSTM. 

3.8. XGBoost 

Extreme Gradient Boosting (XGBoost) is an advanced implementation of gradient boosting algorithms designed for 

speed, performance, and scalability. It is widely used for classification and regression tasks due to its high predictive 

accuracy and ability to handle a wide range of data types and feature interactions [39]. In this study, XGBoost is applied 

as one of the classifiers following the CNN-LSTM feature extraction process, aiming to enhance sentiment 
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classification accuracy from tourist review texts. XGBoost builds an ensemble of decision trees in a sequential manner, 

where each new tree attempts to correct the errors made by the previous ones [40]. The model optimizes a regularized 

objective function, which consists of a loss function and a penalty term to prevent overfitting. The general objective 

function of XGBoost is: 

ℒ(𝜙) = ∑ 𝑙 (𝑦𝑖 , 𝑦̂𝑖
(𝑡)

) + ∑ Ω(𝑓𝑘)

𝑡

𝑘=1

𝑛

𝑖=1

 (7) 

𝑙 is a differentiable convex loss function (e.g., log loss for classification); 𝑦̂𝑖
(𝑡)

 is the prediction of the 𝑖-th sample at 

interation 𝑡; 𝑓𝑘 is the 𝑘-th decision tree; Ω(𝑓𝑘) = 𝛾𝑇 +
1

2
𝜆 ∑ 𝑤𝑗

2
𝑗  is the regularization term (where 𝑇 is the number of 

leaves, 𝑤𝑗 is the score on each leaf). 

XGBoost uses second-order Taylor expansion to approximate the loss function, allowing for efficient optimization. It 

also includes built-in handling for missing values, parallel processing, and tree pruning strategies that improve 

performance over traditional gradient boosting methods. In the context of this research, XGBoost is chosen for its 

robustness and ability to capture complex non-linear relationships in the extracted features, making it a powerful 

alternative to traditional classifiers like Softmax or Logistic Regression. 

3.9. Early Stopping 

Early stopping is a regularization technique used in training machine learning models, particularly neural networks, to 

prevent overfitting [41]. It works by halting the training process early when the model’s performance on the validation 

data begins to decline, even if the accuracy on the training data continues to improve. During training, the model is 

periodically evaluated on validation data. If no significant improvement is observed over a defined number of epochs, 

such as a decrease in validation loss the training is automatically stopped. This approach ensures that the resulting 

model maintains optimal performance without overfitting to the training data. Early stopping is highly beneficial for 

avoiding unnecessarily long training durations and for promoting good generalization to new, unseen data [42]. 

3.10. Evaluation 

To assess the performance of the proposed CNN-LSTM and Machine Learning hybrid models, this study employs a 

set of standard classification evaluation metrics, including Accuracy, Precision, Recall, and F1-Score. These metrics 

provide a comprehensive understanding of the model’s ability to correctly classify tourist sentiment based on textual 

reviews [43]. Accuracy measures the overall correctness of the model’s predictions, while precision reflects the 

proportion of true positive predictions among all positive predictions. Recall evaluates the model's ability to identify 

all relevant instances, and F1-Score serves as a harmonic mean of precision and recall, offering a balanced metric 

especially useful in the presence of class imbalance. 

The evaluation process involves splitting the dataset into training and testing subsets, followed by the application of 

the trained models to unseen data. Confusion matrices and classification reports are used to visualize and interpret the 

results for each class label (e.g., satisfied, dissatisfied). Additionally, the study compares the performance of different 

classifiers (Softmax, Logistic Regression, and XGBoost) applied after CNN-LSTM feature extraction, to determine the 

most effective approach. This evaluation strategy ensures that the selected model not only performs well on the training 

data but also generalizes effectively to new, real-world review data. 

3.11. GUI with Streamlit 

To enhance usability and support real-time sentiment analysis, this study integrates the best-performing model into a 

GUI using Streamlit, an open-source Python framework designed for building interactive web applications for data 

science and machine learning. Streamlit enables rapid deployment of models with minimal front-end coding, allowing 

users such as tourism stakeholders or decision-makers to input new review texts and instantly receive sentiment 

predictions (e.g., satisfied, neutral, dissatisfied) based on the trained hybrid CNN-LSTM + Machine Learning model. 

The GUI accepts raw textual input from users, processes it through the same preprocessing and embedding pipeline 

used during training (including tokenization and Word2Vec-CBOW embedding), and feeds it into the saved model for 
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inference. The output is then displayed in a clear and user-friendly format, including the predicted sentiment and 

associated probability scores. This implementation transforms the research model into a practical decision-support tool 

that can be used in real-world tourism service evaluation and policy-making, particularly in Super Priority Destinations 

in Indonesia. 

4. Results and Discussions 

4.1. Result 

To support the sentiment classification process of tourist reviews, the model used in this study was designed by 

integrating several interconnected neural network layers. The architecture leverages the strength of CNN in extracting 

spatial features and LSTM networks in capturing sequential patterns from textual data. The details of each layer in the 

model architecture are presented in table 1. 

Table 1. Model Architecture 

Layer (type) Output Shape Information 

Input_layer (none, 35) 
The input layer receives data in the form of a token sequence with a length of 35 words 

(sequence length = 35). 

Embedding (none, 35, 100) 
The word embedding layer transforms each token into a vector of 100 dimensions. The 

total number of parameters is 471,100, derived from the vocabulary size × embedding 

dimension. 

Conv1d (none, 31, 256) 
A 1D convolutional layer with 256 filters. The output length becomes 31 due to the use 

of valid (non-padded) convolution. 

dropout (none, 31, 256) 
A dropout layer that helps prevent overfitting by randomly deactivating certain 

neurons. This layer has no trainable parameters. 

Max_pooling1d (none, 15, 256) 
A max pooling layer that reduces the sequence length by selecting the maximum value 

over a fixed window, resulting in a sequence length of 15. 

lstm (none, 15, 128) 
The first LSTM layer with 128 units, processes sequential data output from the CNN 

layer. 

Dropout_1 (none, 15, 128) A dropout layer applied after the first LSTM for regularization. 

Lstm_1 (none, 128) 
The second LSTM layer, which returns only the final output of the sequence 

(return_sequences=False). 

Dropout_2 (None, 128) An additional dropout layer applied before the dense layer. 

Dense (None, 64) 
A fully connected (dense) layer with 64 units to refine the feature representation 

learned by the LSTM. 

Dense_1 (None, 3) 
The output layer with 3 units (corresponding to the classes: satisfied, neutral, 

dissatisfied) using a Softmax activation function. 

Statistical Parameters: Total Parameters: 936,511 → Represents the total number of trainable weights. Trainable 

Parameters: 936,511 → All parameters in the model are trainable. Non-trainable Parameters: 0 → No parts of the model 

are frozen (no frozen layers).  

This model employs a hybrid CNN-LSTM approach, where the CNN captures local features and the LSTM captures 

temporal sequences in the text data. The architecture is followed by several dropout and dense layers to prevent 

overfitting and to classify the input into three categories. It is well-balanced for text analysis tasks such as tourist review 

classification, offering a moderate level of complexity that is suitable for deployment in GUI-based applications like 

Streamlit. Figure 4 illustrates the model training process using early stopping and the softmax activation function. 
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Figure 4. Training Model using Softmax 

The training process for the CNN-LSTM model was set with a maximum of 60 epochs. However, it was terminated 

early at the 6th epoch using the Early Stopping technique. This technique aims to prevent overfitting by monitoring the 

validation loss and halting training when no significant improvement is observed. At the start of training (epoch 1), the 

model achieved a training accuracy of 53.25% and a validation accuracy of 76.65%, with a relatively high loss value. 

As training progressed, the accuracy improved consistently, and by epoch 6, the model reached a training accuracy of 

95.07% and a validation accuracy of 85.17%, with the validation loss reduced to 0.4095. These results indicate that the 

model had reached an optimal point in terms of accuracy and generalization to the validation data. The use of Early 

Stopping enabled a more efficient and effective training process, preventing overtraining and conserving computational 

resources—particularly important when working with limited data and complex model architectures. Figure 5 presents 

the testing results of the CNN-LSTM model with the Softmax activation function. 

 

Figure 5. CNN-LSTM Classification Report Result with Softmax 

Figure 5 presents the classification report results of the CNN-LSTM model using the Softmax activation function in 

the output layer. The evaluation was performed across three sentiment classes: class 0 (satisfied), class 1 (neutral), and 

class 2 (dissatisfied). The model achieved strong performance for class 0, with a precision of 0.89, recall of 0.92, and 

an F1-score of 0.91, indicating high capability in detecting positive sentiment. Similarly, for class 1 (neutral), the model 

yielded a precision of 0.88, recall of 0.89, and an F1-score of 0.88, showing reliable consistency in identifying neutral 

feedback. 

However, for class 2 (dissatisfied), although the precision was still high at 0.89, the recall dropped to 0.71, resulting in 

an F1-score of 0.79. This indicates a relative difficulty in detecting dissatisfied sentiments. The lower recall may not 

only be influenced by the smaller number of samples in class 2 (only 55) compared to classes 0 and 1, but also by other 

factors such as vocabulary sparsity, sentiment ambiguity in user expressions, or the inherent effects of class imbalance. 

Overall, the model obtained an accuracy of 88.96%, with a balanced macro-average F1-score of 0.86. The next 

evaluation was carried out using graphical plots, as presented in figure 6. 
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Figure 6. Accuracy and Loss Plots of CNN-LSTM + Softmax 

Figure 6 illustrates the accuracy and loss curves of the CNN-LSTM model with Softmax during the training process. 

The accuracy plot shows a consistent increase in both training and validation data, with validation accuracy reaching 

approximately 0.90 by the fourth epoch and remaining stable until the end of training. This confirms that the model 

was able to effectively learn patterns while maintaining strong performance on validation data. Meanwhile, the loss 

plot demonstrates a significant decline from the first to the fifth epoch for both training and validation datasets. This 

trend indicates that the model effectively reduced prediction errors as the number of epochs increased, with the loss 

curves continuing to decrease in a stable manner. Overall, the results in figure 6 confirm that the CNN-LSTM with 

Softmax achieved high accuracy and strong stability, while also demonstrating robust generalization ability on the 

tested data. The subsequent evaluation was conducted using alternative output classifiers, namely XGBoost and 

Logistic Regression. 

 

(a) 

 

(b) 

Figure 7. Testing with Other Outputs 

In Figure 7a, the CNN-LSTM combined with XGBoost achieved an accuracy of 85%, with performance metrics 

(precision, recall, F1-score) showing greater variation among classes, particularly with class 2 scoring a recall of only 

0.56, which pulled the overall macro average F1-score down to 0.84. This reflects the classifier’s less stable 

performance, especially for underrepresented classes. 
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In contrast, Figure 7b shows that pairing CNN-LSTM with Logistic Regression as the output classifier improved the 

model’s accuracy to 87%. The evaluation metrics were more consistent across all sentiment classes, resulting in a 

macro average F1-score of 0.84 and a weighted average of 0.87. Although slightly lower than the Softmax approach, 

Logistic Regression offered a more balanced classification than XGBoost. 

The relatively lower performance of CNN-LSTM + XGBoost can be attributed to the incompatibility between tree-

based boosting methods and sequential representations generated by LSTM. While XGBoost excels at handling tabular 

features, it may fail to fully capture contextual dependencies preserved in sequence embeddings. In addition, the fixed 

representation passed from LSTM to XGBoost may lose temporal information, leading to weaker generalization on 

minority classes such as “dissatisfied”.  

In summary, among the three configurations, the CNN-LSTM + Softmax model not only achieved the highest accuracy 

(89%) but also demonstrated balanced performance across classes, making it the most effective and reliable choice for 

sentiment classification in this study. This reinforces its suitability for real-world applications, particularly when 

implemented in GUI-based systems for evaluating tourist reviews or service quality in the tourism sector. Figure 8 

illustrates the implementation of this model in a user interface using Streamlit for real-time sentiment classification. 

 

Figure 8. Testing with GUI using Streamlit 

Figure 8 displays the results of the tourist satisfaction prediction system tested through a GUI built using the Streamlit 

framework. In this test, the model used is a CNN-LSTM with the Softmax activation function. The interface is designed 

to be simple and intuitive, allowing users to input a tourist review in the provided text box and then click the "Predict" 

button to view the system's prediction results. 

In the displayed example, the input "Very impressive place" is processed by the system, and the prediction result is 

automatically shown in a light green box labeled "Prediction Result: Satisfied." This GUI implementation demonstrates 

that the model can be practically integrated into a web-based application, enabling non-technical users to evaluate 

tourist perceptions in real time. 

4.2. Discussion 

This study proposes a hybrid approach by integrating a CNN-LSTM architecture with several optimization techniques 

such as SMOTE and Early Stopping for classifying tourist review sentiments. As illustrated in figure 1, the process 

begins with text preprocessing, followed by class balancing using SMOTE and word embedding through the Word2Vec 

model with a CBOW architecture. The resulting vector representations are processed through CNN to extract spatial 

features and then passed to the LSTM layer to capture temporal sequences. The application of dropout in several layers, 

combined with the Early Stopping mechanism, effectively prevented overfitting during training. Training was 

automatically stopped at the 6th epoch when no further improvement was observed on the validation set. Evaluation 

was carried out using accuracy, precision, recall, and F1-score metrics. 

The evaluation results demonstrate that the CNN-LSTM model with Softmax activation achieved the best performance 

compared to other approaches such as CNN-LSTM + Logistic Regression and CNN-LSTM + XGBoost. The CNN-

LSTM + Softmax model not only yielded the highest accuracy but also provided consistent performance across the 

three sentiment classes. The strength of Softmax in generating proportional probability distributions makes it well-

suited for multi-class classification tasks like tourist sentiment analysis. Additionally, the use of SMOTE during 
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training contributed significantly to improving the model’s ability to represent minority classes, helping the model to 

learn more balanced patterns. This played a key role in enhancing overall classification performance. 

To ensure the model’s usability in real-world applications, it was integrated into a GUI using Streamlit. The testing 

results showed that users can easily input tourist review texts and obtain sentiment predictions instantly. Thus, the 

developed model offers not only strong technical accuracy but also high practical value for implementation in tourism 

service evaluation systems. Thus, this approach not only produces an accurate classification model but also offers high 

practical value for real-world applications in the tourism sector. The next step is to conduct a comparison with previous 

studies, as shown in table 2. 

Table 2. Comparison with Previous Research 

Researcher Model 
Class Imbalance Handling 

Methods 
Accuracy 

[44] CNN+Adaboost SMOTE 86% 

[45] CNN+SVM Does not employ 87% 

[46] BiLSTM+SVM Does not employ 86% 

[47] GRU-SVM Does not employ 82% 

[48] CNN-LSTM-Machine Learning Does not employ 

RF: 84%, LR: 85%, 

SVM: 85%, NB: 85%, 

KNN: 84% 

This Research CNN-LSTM+Softmax SMOTE 89% 

This Research CNN-LSTM+XGBoost SMOTE 85% 

This Research CNN-LSTM+Logistic Regression SMOTE 87% 

Table 2 presents a comparison of several hybrid deep learning and machine learning models for sentiment analysis, 

focusing on the use of class imbalance handling methods and overall accuracy. Previous studies that did not employ 

imbalance handling methods, such as CNN+SVM [45], BiLSTM+SVM [46], GRU-SVM [47], and CNN-LSTM 

combined with traditional machine learning classifiers [48], achieved accuracy ranging between 82% and 87%. In 

contrast, models that incorporated SMOTE, such as CNN+Adaboost [44] and the proposed CNN-LSTM variations in 

this research, demonstrated stronger performance, with the CNN-LSTM+Softmax achieving the highest accuracy of 

89%. These results highlight the effectiveness of integrating SMOTE in addressing class imbalance and improving 

model performance compared to approaches that do not utilize such techniques. 

The integration of CNN, LSTM, SMOTE, and dropout provides significant contributions to sentiment analysis in the 

tourism sector. CNN effectively extracts local patterns from tourist reviews, such as key words and phrases that indicate 

satisfaction or dissatisfaction, while LSTM captures long-term contextual dependencies to better understand the overall 

sentiment expressed in longer texts. SMOTE balances the dataset by generating synthetic samples for the 

underrepresented “dissatisfied” class, ensuring fairer classification and enabling the model to better detect negative 

feedback that is critical for improving tourism services. Meanwhile, dropout prevents overfitting and strengthens the 

model’s generalization so it can perform reliably on unseen reviews from diverse destinations. Together, these 

components led to high accuracy (89%) and consistent performance across sentiment classes, demonstrating their value 

in enhancing service quality analysis within the tourism industry. 

In addition to its relevance in the tourism sector, this approach also has the potential to be applied in other domains 

that rely on user reviews, such as education, e-commerce, banking, and public services. For instance, in the education 

sector, the model can help analyze student feedback on the quality of learning; in e-commerce, it can be used to identify 

customer satisfaction or complaints regarding products; while in public services, it can be employed to assess 

community responses to government policies or service delivery. This demonstrates that the combination of CNN, 

LSTM, SMOTE, and dropout is not only beneficial for tourism but also possesses strong generalization capabilities 

across multiple fields. 
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5. Conclusion 

This study presents a hybrid deep learning and machine learning model, ACLM, for classifying tourist satisfaction 

based on online review texts. By combining the strengths of CNN in spatial feature extraction and LSTM in capturing 

temporal dependencies, the model effectively learns from text data. The best performance was achieved using the 

Softmax classifier, with 89% accuracy and 86% F1-score, proving to be superior compared to other approaches 

including Logistic Regression and XGBoost. 

Furthermore, the implementation of the model in a user-friendly GUI using Streamlit demonstrates its real-world 

applicability for non-technical users. This practical aspect reinforces the model's potential for use in tourism 

management systems, particularly in Indonesia’s super-priority destinations. At the same time, it is important to note 

that the study employed the CBOW model for word embeddings without utilizing Skip-gram, and the dataset was 

restricted to the tourism sector. As such, further testing on datasets from other domains is still required to fully evaluate 

the model’s generalizability. 

For future work, several directions can be pursued to address the current study’s limitations and further enhance model 

performance. First, alternative embedding methods such as Skip-gram, FastText, or transformer-based embeddings 

could be explored to overcome the limitations of using only CBOW, particularly in handling rare or domain-specific 

terms. Second, the dataset, which in this study is limited to the tourism sector, should be expanded and tested on reviews 

from other domains such as education, e-commerce, or public services to evaluate the model’s generalizability. Third, 

usability testing of the developed GUI with real users’ needs to be conducted to assess its effectiveness, efficiency, and 

user satisfaction in practical applications. In addition, incorporating attention mechanisms or transformer architectures 

may improve the model’s ability to capture contextual nuances in review texts, while domain adaptation techniques 

and multilingual models could strengthen its robustness across different languages and cultural contexts. Finally, 

advanced data augmentation methods and approaches for handling class imbalance, such as GANs or cost-sensitive 

learning, remain promising directions for improving classification performance. 
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