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Abstract 

The rise of extremism and its rapid dissemination through propaganda channels have become pressing global challenges, threatening peace, 

security, and social cohesion. This study aligns with the United Nations Sustainable Development Goal 16 by proposing a unified framework 

leveraging advanced machine learning and large language models to combat extremism through extremism classification, ideology detection, 

propaganda analysis, and flagged word recognition. This framework introduces process innovation by integrating state-of-the-art transformer 

models such as BERT, RoBERTa, DistilBERT and XLNet to streamline the analysis process and overcome traditional limitations in extremism 

detection with exceptional performance: 90.00% accuracy for extremism classification, 98.82% accuracy for ideology detection, and 99.71% 

accuracy for flagged word recognition. While the proposed approach demonstrates high precision and recall, it faces challenges such as potential 

data bias, ethical concerns in dataset usage and the risk of false positives, which could lead to misclassification of benign content. The inclusion 

of multilingual capabilities broadens the applicability of the framework but variations in linguistic structures and cultural contexts introduce 

complexities in model generalization. Additionally, ethical considerations in handling extremist content, especially in social media data collection, 

necessitate stringent privacy safeguards to prevent unintended harm. By providing actionable insights, this research contributes to counter-

extremism efforts in areas such as online content moderation, law enforcement and intelligence analysis, laying a foundation for future 

advancements in safeguarding global security which enhance the process innovation. 

Keywords: Extremism Classification, Ideology Detection, Machine Learning, Propaganda Analysis, Flagged Word Recognition, Large Language Models, BERT, 

Counter Extremism, Natural Language Processing, Process Innovation 

1. Introduction  

In the modern era, the ease of disseminating extremist ideas and related propaganda poses a significant threat to social 

order and integration [1]. This phenomenon began to escalate in the early 2000s, coinciding with the rapid expansion of 

the internet and social media, which allowed harmful ideologies to reach broader and more vulnerable audiences [2]. 

These platforms enable individuals and groups to propagate radical messages efficiently, often targeting those 

susceptible to such influence [3]. The current digital landscape has amplified opportunities for the promotion of extreme 

beliefs, leading to societal divisions [4]. Extremism—marked by an unwillingness to compromise and the adoption of 
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radical viewpoints and tactics—has become a pressing global issue. It manifests in various forms, including religious 

violence, political assassinations, and antisocial ideologies that frequently result in aggression and instability [5]. 

Over the past two decades, the threat has intensified as extremist groups increasingly shift their activities online. They 

exploit digital tools to incite hatred, recruit followers, and spread their narratives, contributing to hate crimes, violent 

radicalization, and public unrest [6]. This undermines democratic values, social equity, and human rights. A particular 

challenge lies in distinguishing between legitimate political discourse and extremist rhetoric [7], [8], which complicates 

detection and response efforts. Misjudging such communications may result in either overreaction or inaction due to the 

complex and evolving nature of radical content [9]. 

Moreover, the dynamic nature of extremist ideologies, which constantly adapt to societal responses and 

countermeasures, complicates identification and intervention [10]. Current detection methods are insufficient in isolating 

and interpreting radicalized content, highlighting a need for more advanced technological solutions [11]. Modern 

Machine Learning (ML) models, particularly those based on transformer architectures such as BERT, RoBERTa, and 

XLNet, offer promising tools for this task. Unlike traditional models like Naïve Bayes or Support Vector Machines, 

which struggle with contextual understanding, transformer-based models process text bidirectionally and capture long-

range dependencies, enabling superior performance in identifying implicit and coded extremist language [7]. 

BERT utilizes contextual embeddings to enhance extremism classification; RoBERTa refines this through improved 

training strategies, while XLNet employs permutation-based learning to generalize better across linguistic variations 

[7]. These models not only improve our grasp of radicalization processes but also support educators, policymakers, and 

community leaders in countering extremist narratives. 

This study aims to explore a machine learning–driven framework to address these critical issues. Such an approach has 

the potential to enable proactive measures that prevent the emergence of extremist content, thereby fostering mutual 

respect, social harmony, and peaceful coexistence. 

2. Literature Review 

The rise of extremist ideologies and the threats they pose have prompted multidisciplinary investigations in fields such 

as psychology, sociology, and computer science [12]. Scholars have explored the factors driving radicalization, the 

characteristics of extremist content, and the effectiveness of various detection strategies. Early models of radicalization 

emphasized individual and collective grievances as primary motivators of extremism, drawing from qualitative 

assessments of ideological shifts and social pressures [13], [14]. 

A significant development in the field was the shift toward analyzing extremist activity in online environments. 

Empirical research using large-scale data analyses revealed how extremist groups exploit digital platforms, particularly 

social media, to spread their ideologies and recruit new followers [15]. This approach offered a more comprehensive 

understanding of behavioral patterns compared to earlier studies based solely on case studies or interviews. 

The complexity of online extremism has led to the growing adoption of computational methods for detection and 

classification [16]. Traditional psychological and sociological models, while insightful, often lack scalability and fail to 

provide timely responses in dynamic digital spaces. Machine learning and natural language processing techniques 

address this limitation by leveraging large volumes of textual data to automate the identification of extremist content. 

Transformer-based deep learning models such as BERT and RoBERTa have demonstrated particular effectiveness in 

this context. These models can capture contextual meaning and ideological nuances within online narratives, making 

them well-suited for real-world counter-extremism applications [17]. Studies have shown that accurate classification of 

extremist content requires diverse and well-constructed datasets to ensure robustness and generalizability [18]. 

The introduction of transformer models marked a turning point in natural language processing. These models 

significantly enhanced performance in tasks such as text classification, including the detection of radical ideologies, due 

to their ability to interpret contextual and semantic features [19]. Despite their effectiveness, concerns remain regarding 
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the ethical implications of using artificial intelligence in this domain. Issues such as algorithmic bias and lack of 

transparency have been raised, emphasizing the need for responsible AI development [20]. 

Recent efforts to improve classification systems have led to the creation of more balanced and multi-class datasets. One 

such dataset enabled classification of extremist content across ideologies and categories, including propaganda, 

radicalization, and recruitment, using models like BERT, RoBERTa, and DistilBERT. These systems achieved f1-scores 

as high as 0.72, demonstrating the feasibility of accurate multi-ideology classification [21]. However, the constantly 

evolving nature of extremist discourse still presents significant challenges. 

This study builds on these findings by proposing a unified machine learning framework for detecting and classifying 

extremist content. The framework incorporates several transformer-based models—BERT, RoBERTa, DistilBERT, T5, 

and XLNet—and demonstrates high performance across multiple tasks: 90.00% accuracy for extremism classification, 

98.82% for ideology detection, 99.71% for flagged word recognition, and 88.03% for propaganda analysis. Among 

these, RoBERTa achieved the highest classification accuracy at 99.91%. 

The inclusion of multilingual capabilities further extends the applicability of this framework across different languages 

and cultural contexts. These results underscore the effectiveness of transformer-based models in supporting counter-

extremism initiatives and contribute to more proactive and targeted efforts against radicalization [13].  

3. Methodology 

As illustrated in figure 1, This study employs a multi-faceted methodological approach to develop a unified framework 

for extremism classification, ideology detection, propaganda analysis, and flagged word recognition. The methodology 

is structured into several key components: data collection, pre-processing, feature extraction, model development, and 

evaluation. 

 

Figure 1. Methodological Approach for Developing a Unified Framework 

3.1. Dataset Construction and Description 

A comprehensive and ethically curated dataset was constructed to capture extremist content from a wide range of online 

sources. As illustrated in figure 2, data was collected from Twitter, Reddit, 4chan, religious texts, academic research 
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articles, white supremacist platforms, and news outlets. The dataset encompasses ideological, political, and religious 

narratives across both contemporary and historical contexts. All collection activities adhered to strict ethical protocols, 

ensuring compliance with data protection regulations such as the GDPR. Personally identifiable information (PII) was 

anonymized, and content involving vulnerable groups was excluded. Institutional ethical clearance was obtained to 

ensure the responsible handling of sensitive material. 

 

Figure 2. Methodology of Data Collection 

Keyword-based filtering techniques were applied using terms such as “jihad,” “radicalization,” “recruitment,” and 

“propaganda,” augmented with language-specific keywords drawn from domain expertise. The dataset supports nine 

languages—Tamil, Hindi, Malayalam, Telugu, Urdu, Arabic, Thai, Malay, and English. To maintain contextual 

richness, texts were preserved in their original form or translated, when necessary, particularly for idiomatic and 

culturally embedded expressions. The use of a hybrid flagged-word detection approach—combining multilingual NLP 

tools with expert validation—further ensured the accuracy and cultural relevance of the identified extremist content. 

Priority was given to high-engagement posts, defined as those receiving over 50 retweets or 100 likes. Data collection 

spanned from 2018 to 2024 to reflect current extremist trends and global developments. 

The dataset was organized into key themes such as propaganda, recruitment, and ideological rhetoric. Each tweet is 

documented with detailed attributes including Tweet ID, User ID, Username, Tweet Content, Timestamp, Language, 

Retweet Count, Like Count, Hashtags, Mentions, and Geo-location. Crucially, additional fields include Flagged Words, 

Ideology Label, Extremism Classification, and Propaganda Classification—enabling nuanced analysis for various 

machine learning tasks. This structured metadata is summarized in table 1. 

Table 1. Dataset Attributes 

Attribute Type Description 

Tweet ID String Unique identifier for each tweet 

User ID String Unique identifier for the user 

Username String Display name of the user 

Tweet Content Text The actual text of the tweet 

Timestamp DateTime Date and time when the tweet was posted 

Language String Language of the tweet 

Retweet Count Integer Number of times the tweet has been retweeted 

Like Count Integer Number of likes received by the tweet 

Hashtags List of Strings List of hashtags used in the tweet 
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Mentions List of Strings List of usernames mentioned in the tweet 

Geo-location String (or null) Geographical location from which the tweet was posted, if available 

Flagged Words List of Strings Words identified as extremist or flagged 

Ideology Label String (or null) Detected ideology label associated with the tweet 

Extremism Classification Boolean Whether the tweet is classified as extremist 

Propaganda Classification Boolean Whether the tweet contains propaganda content 

The dataset was further enriched by incorporating various supporting files. For instance, Idioms.json includes 2,154 

idioms across 9 languages; Event.json contains over 500 records of national holidays and cultural events; and 

Flagging_names.json lists 497 names of terrorist leaders, operatives, and flagged cities. The 

Extremism_terms_codeword_indian_languages.json contributes 3,750 relevant terms in Indian languages, while 

All_terrorist_attacks_and_incidents.json documents 540 global terrorist events. The Mcodewords.json file includes 

1,458 vocabulary items linked to terrorism and religious extremism. The Extremism_keywords.json provides 900 

keywords related to radical discourse and methods. Core Twitter data includes 28,411 posts related to extremism, and 

an additional 21,347 entries comprise recruitment, propaganda, and radicalization content. The ISIS/Jihadist subset adds 

2,900 records detailing propaganda and mobilization strategies. Collectively, this rich, multilingual, and thematically 

diverse dataset forms a solid foundation for detecting and analyzing extremist content using advanced machine learning 

techniques. 

3.2. Dataset Preparation and Pre-processing 

To support accurate and scalable extremism analysis, a comprehensive dataset was compiled from diverse sources, 

including Twitter, Reddit, 4chan, religious texts, news media, and extremist-affiliated platforms. The collected data 

reflects political, religious, and ideological content across both historical and contemporary contexts. To enrich the 

linguistic and thematic coverage, several structured datasets were incorporated, offering cultural, geographical, and 

temporal diversity. These include idioms, named entities, ideology-linked keywords, and historical terrorism events. 

The integration of such datasets supports multilingual analysis and provides contextual grounding for machine learning 

tasks. Table 2 show overview of dataset used in this research. 

Table 2. Supplementary Dataset Overview 

File Name Description Languages Data Count 

Event.json 
National and religious festivals, keynote 

events 

Not 

applicable 
500 

Idioms.json Collection of idioms from various cultures 
Multiple (9 

languages) 
2,154 

Flagging_names.json 
Names of terrorist leaders, operatives, and 

flagged cities 

Not 

applicable 
497 

Extremism_terms_codeword_indian_language

s.json 
Terrorism-related terms in Indian languages 

Multiple (9 

languages) 
3,750 

All_terrorist_attacks_and_incidents.json 
Historical data on terrorist incidents with 

names and descriptions 

Not 

applicable 
540 

Mcodewords.json 
General extremist vocabulary including 

insurgency and radicalism 

Multiple (9 

languages) 
1,458 

Extremism_Keywords.json 
Propaganda terms, radicalization methods, 

and geographical keywords 

Multiple (9 

languages) 
900 

Twitter Dataset Tweets related to terrorism and extremism 
Not 

applicable 
28,411 

Recruitment, Radicalization, Propaganda 

Dataset 

Content focused on radicalization and 

extremist propaganda activities 

Not 

applicable 
21,347 

ISIS/Jihadist Dataset 
Specific dataset on ISIS and jihadist 

propaganda and mobilization 

Not 

applicable 
2,900 
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Once compiled, the dataset underwent a comprehensive pre-processing phase to ensure cleanliness, linguistic 

consistency, and suitability for training advanced machine learning models. The complete preprocessing workflow is 

illustrated in figure 3, which outlines each step of the pipeline from raw data intake to structured and normalized output. 

The process was designed to address challenges specific to extremist discourse, such as ideological ambiguity, 

multilingual noise, and cultural nuance. 

 

Figure 3. Preprocessing Steps for Text Data 

Language-specific processing techniques were applied to account for structural and cultural variations. Tokenization 

was implemented using advanced tokenizers such as the BERT tokenizer, which is optimized for complex scripts 

including Arabic, Tamil, and Hindi. For languages with high idiomatic density, such as Tamil and Hindi, idiomatic 

expressions were translated to English using domain glossaries and pre-trained language models to preserve contextual 

integrity. Posts written in hybrid forms, such as Hinglish and Tanglish, were segmented into dominant language 

components and processed accordingly. 

Text was standardized by removing URLs, emojis, HTML tags, and converting all content to lowercase. A refined 

stopword list was used to eliminate generic non-informative words while retaining domain-relevant terms with 

ideological significance, such as "freedom" and "resistance". WordPiece tokenization was employed to manage rare or 

compound terms, followed by lemmatization to reduce inflected words to their root forms for greater analytical 

coherence. 

To address data imbalance in categories like recruitment and propaganda, synthetic oversampling techniques such as 

SMOTE were used. This was further reinforced with manual augmentation involving the insertion of synonymous 

keywords and equivalent phrases. Synonym replacement techniques and back-translation were also applied to improve 

generalizability and robustness, especially in low-resource languages like Malayalam and Thai. As demonstrated in 

figure 3, the pre-processing workflow ensured that the dataset is linguistically diverse, ethically sound, and technically 

robust. This allows for high-quality training of machine learning models to perform complex tasks such as extremism 

classification, ideology detection, and propaganda recognition with accuracy and cultural sensitivity. 

3.3. Feature Extraction 

After completing the pre-processing phase, the next crucial step was feature extraction, which involved transforming 

the cleaned textual data into structured numerical representations suitable for machine learning and deep learning 

models. Feature extraction plays a vital role in bridging the gap between unstructured text and computational models by 

encoding semantic, lexical, and contextual information that can be learned during training. This study adopted a hybrid 

approach that integrates both traditional natural language processing techniques and modern deep learning-based 

representations to effectively capture the multi-dimensional characteristics of extremist content. 

Traditional methods were first applied to provide a simple yet interpretable baseline for textual feature extraction. Two 

widely used approaches—Bag-of-Words (BoW) and Term Frequency-Inverse Document Frequency (TF-IDF)—were 

utilized to represent word-level characteristics. The Bag-of-Words model treated each text as an unordered collection of 

words, focusing on term frequency without accounting for word order or semantic dependencies. Despite its simplicity, 
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BoW enabled comparative analysis based on raw term occurrence, which was helpful in identifying dominant thematic 

patterns. 

To address BoW’s limitations in recognizing term significance, the TF-IDF method was employed. TF-IDF calculates 

the importance of a word in a given document relative to its frequency across the entire corpus. This technique prioritized 

domain-specific vocabulary such as “jihad” or “radicalization,” which appear less frequently but carry substantial 

ideological weight. Words with high document frequency, such as “the” or “and,” were naturally de-emphasized. 

Together, BoW and TF-IDF provided a strong and interpretable foundation for understanding term-level salience, 

especially in the context of detecting rhetoric common to extremist narratives. 

While traditional models were useful for capturing lexical patterns, they lacked the ability to encode semantic meaning 

and contextual nuance. To address these limitations, the study adopted transformer-based word embeddings, specifically 

using Bidirectional Encoder Representations from Transformers (BERT). Unlike earlier models that read text 

sequentially, BERT processes entire sentences bidirectionally, which enables it to interpret a word in relation to both its 

preceding and succeeding terms. This characteristic is especially important in detecting subtle or ambiguous expressions 

in extremist discourse. 

BERT embeddings allowed the model to differentiate the meaning of terms like “radical” depending on context, such 

as distinguishing between radical thought in academic discussion versus radical ideologies in extremist content. This 

contextualization significantly enhanced the model’s ability to identify hate speech and propaganda that may otherwise 

go undetected by classical approaches. By examining the broader linguistic environment, BERT improved the accuracy 

of classifying content as ideological or propagandistic, regardless of whether the language was explicit or implicit. 

The combination of traditional NLP techniques with deep contextual embeddings resulted in a rich and balanced feature 

space. This integration enabled the models to learn both term-specific patterns and higher-level semantic relationships, 

enhancing the classification of extremist and radical content across multilingual and culturally diverse contexts. 

Ultimately, this hybrid feature extraction approach contributed to more precise and context-aware detection of harmful 

narratives in the dataset. 

3.4. Model Development 

The classification framework for extremist content detection was developed using a combination of traditional machine 

learning and advanced deep learning models. This hybrid approach aimed to balance interpretability, efficiency, and 

contextual understanding across a diverse and multilingual dataset. The objective was to build a robust, scalable, and 

ethically applicable system for identifying radical, ideological, and propagandistic narratives. 

Several machine learning algorithms were explored for their classification performance on high-dimensional text data. 

Support Vector Machines (SVM) were chosen for their effectiveness in managing complex, non-linear decision 

boundaries, especially in high-dimensional feature spaces like those generated through TF-IDF vectors. Logistic 

Regression was included for its speed and reliability in binary classification and its ease of interpretability through 

probability estimates. Naïve Bayes, a probabilistic model, proved effective for handling large sparse text datasets, thanks 

to its reliance on word frequency distributions. Despite its assumption of feature independence, it performed well in 

preliminary tests. Random Forest was introduced to enhance accuracy and robustness by combining the outputs of 

multiple decision trees. This ensemble technique helped reduce overfitting and allowed the model to capture more 

nuanced patterns within noisy and variable social media text. 

To capture contextual and semantic nuances in extremist discourse, transformer-based models were employed. BERT 

served as the foundation due to its strong performance in text classification tasks and its bidirectional attention 

mechanism, which enables it to interpret words within broader sentence contexts. BERT significantly improved the 

identification of subtle language shifts and implicit ideological content. RoBERTa, an optimized variant of BERT, was 

also used for its superior pre-training methodology that omits the Next Sentence Prediction objective and relies on larger 

batch sizes and corpora. This model was especially useful in handling deeply contextualized narratives. 
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DistilBERT, a lightweight version of BERT, was included to support tasks requiring faster inference, such as real-time 

flagged word identification. Although it is computationally more efficient, it retains approximately 97% of BERT’s 

accuracy. XLNet was selected for its autoregressive permutation-based architecture, enabling it to learn bidirectional 

dependencies while preserving sequence order. This made it particularly suitable for longer and complex sequences of 

extremist text. T5, a text-to-text transfer model, was employed for its flexibility in converting any NLP task into a unified 

format, enabling integration across classification, translation, summarization, and generation tasks. 

All models were trained using a stratified sample of the dataset, preserving the balance among extremist, non-extremist, 

and propaganda classes. The dataset was split into 70% for training, 15% for validation, and 15% for testing. A 5-fold 

cross-validation strategy was used to evaluate generalizability and reduce overfitting. Performance metrics including 

precision, recall, and F1-score were computed per fold and averaged to assess classification effectiveness. 

Hyperparameter optimization was conducted using grid search and randomized search techniques. Table 3 summarizes 

the final hyperparameter configurations for each model. 

Table 3. Hyperparameters for Machine Learning and Deep Learning Models 

Model Key Hyperparameters 

Naive Bayes Smoothing Parameter (alpha): 1.0 

Random Forest 
Number of Trees: 200, Max Depth: 20, Min Samples Split: 2, Min Samples Leaf: 1, Bootstrap: True, Class 

Weight: 'balanced' 

SVC 
Kernel: RBF, Regularization Parameter (C): 1.0, Gamma: 'scale', Max Iterations: 1000, Class Weight: 

'balanced' 

Logistic Regression Solver: 'lbfgs', Regularization Penalty: L2, Regularization Parameter (C): 1.0, Max Iterations: 500 

LSTM 
Embedding Dimension: 300, Hidden Units: 128, Dropout Rate: 0.3, Recurrent Dropout: 0.2, Batch Size: 32, 

Learning Rate: 1e-3, Optimizer: Adam, Epochs: 20 

BERT 
Pretrained Model: bert-base-multilingual-cased, Learning Rate: 3e-5, Batch Size: 16, Max Sequence 

Length: 128, Dropout Rate: 0.1, Optimizer: AdamW, Weight Decay: 0.01, Epochs: 10 

RoBERTa 
Pretrained Model: roberta-base, Learning Rate: 3e-5, Batch Size: 16, Max Sequence Length: 128, Dropout 

Rate: 0.1, Optimizer: AdamW, Epochs: 10 

DistilBERT 
Pretrained Model: distilbert-base-uncased, Learning Rate: 5e-5, Batch Size: 32, Max Sequence Length: 128, 

Epochs: 8 

XLNet 
Pretrained Model: xlnet-base-cased, Learning Rate: 2e-5, Batch Size: 16, Max Sequence Length: 128, 

Epochs: 8 

T5 Pretrained Model: t5-small, Learning Rate: 3e-5, Batch Size: 16, Max Sequence Length: 128, Epochs: 10 

While transformer-based models like BERT, RoBERTa, and XLNet offered high contextual sensitivity and 

interpretability, GPT-based models were deliberately excluded from this study. This decision was based on several 

critical limitations of GPT, including uncontrolled output generation, lack of transparency in decision-making, and the 

risk of producing unverified content. In national security and defense contexts—where reliability, control, and ethical 

accountability are paramount—these limitations present unacceptable risks. In contrast, the selected transformer models 

are better suited for high-stakes applications due to their structured architecture, controllable outputs, and alignment 

with mission-critical requirements. 

3.5. Evaluation Metrics 

The performance of the developed models was rigorously evaluated using a range of standard classification metrics to 

ensure a comprehensive assessment of their effectiveness. The following metrics were employed. Accuracy was 

calculated to determine the overall proportion of correctly classified instances out of the total number of instances in the 
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dataset. While useful, accuracy alone can be misleading in imbalanced datasets, so it was supplemented with other 

metrics. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

(TP + TN + FP + FN)
  (1) 

TP = True Positives (correctly classified positive instances), TN = True Negatives (correctly classified negative 

instances), FP = False Positives (incorrectly classified positive instances), FN = False Negatives (incorrectly classified 

negative instances). 

Precision was used to measure the proportion of true positive predictions relative to all positive predictions. This metric 

is particularly important in the context of extremist content detection, as it helps assess the model's ability to minimize 

false positives, ensuring that non-extremist content is not misclassified as extremist. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
  (2) 

Recall was employed to measure the proportion of actual positive cases that were correctly identified by the model. High 

recall is essential in identifying all potential extremist content, even at the risk of a higher false-positive rate, ensuring 

that harmful content is not overlooked. 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
   (3) 

The F1-score, the harmonic mean of precision and recall, was used as a balanced metric to evaluate both the precision 

and recall of the models. This metric provides a more nuanced assessment, especially when dealing with imbalanced 

data where one class might be underrepresented. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑋 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

As per table 4, a confusion matrix was generated to visualize the performance of each model across different categories 

of extremism. This matrix provided deeper insights into the model's classification behavior, revealing patterns in 

misclassification and helping to diagnose potential weaknesses in the model's predictions. Additionally, the models were 

tested against a hold-out test set, composed of data not used during training or cross-validation. This allowed for an 

assessment of the models' generalizability and their ability to perform accurately on unseen data. By employing these 

evaluation metrics, the study ensured a robust and reliable analysis of the models' performance in detecting extremist 

content. 

Table 4. Confusion Matrix for Model Evaluation 

 Predicted Positive Predicted Negative 

Actual Positive TP FN 

Actual Negative FP TN 

4. Results and Discussion 

The results presented in this section highlight the performance of the developed models for detecting and classifying 

extremism, ideologies, propaganda, and flagged words associated with extremist content [42]. A detailed analysis of 

each model’s accuracy and effectiveness provides insights into their capabilities and areas for improvement. Table 5 

summarizes the accuracy achieved by each model. 

4.1. Extremism Classification Model 

The Extremism Classification Model uses BERT which further enhances the traditional word embedding’s through 

addressing the context and semantic aspects of the text. The construction of this model permits the training in both 

directions. This is very useful in that it helps in understanding the intragroup bonding of these data structures rather than 

an individual unit as observed in old models. This deep learning paradigm is specifically beneficial to applications 
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encompassing natural language dimension including extremism detection since context in these cases is fundamental 

for proper discrimination. As per table 5, The classification report firstly illustrates the class-wise performance: The 

"Not Extremism" class has the highest precision of 0.88, a recall of 0.92 and an F1 score of 0.90 based on 1090 N 

instances. On the other hand, the "Extremism" class achieves precision and recall of 0.90 and 0.84 while the F1 score of 

the same class based on 1116 samples was 0.90 (see figure 4 for confusion matrix). We see a combined model having a 

global mean accuracy of 0.90, signifying its efficiency in distinguishing the extremist and non-extremist content. 

 
Figure 4. Confusion Matrix of Extremism Classification Model 

The model exhibits exceptional performance metrics, highlighted by an Area under the Receiver Operating 

Characteristic Curve (ROC AUC) of 0.95 as illustrated in figure 5, indicating a remarkable ability to distinguish between 

extremist and non-extremist content effectively. 

  
Figure 5. Receiver Operating Characteristic (AUC) of 

Extremism Classification Model 
Figure 6. Precision Recall Curve of Extremism 

Classification Model 

Furthermore, the Precision-Recall Curve reveals a striking Average Precision of 0.96 as illustrated in figure 6, 

emphasizing the model's reliability in identifying true positives while minimizing false alarms. 

4.2. Ideology Detection Model 

The Ideology Detection Model was developed to classify online content into Radical and Non-Radical categories using 

transformer-based architectures including BERT, RoBERTa, DistilBERT, and XLNet. Each model was evaluated based 

on accuracy, precision, recall, F1-score, and AUC to assess its reliability in distinguishing ideological content. The 

performance metrics for each model are detailed in table 5, while the confusion matrices and ROC curves are illustrated 

in figure 7 and figure 8, respectively. 

Table 5. Ideology Detection Metrics 

Model Accuracy 
Precision (Non-

Radical) 

Recall (Non-

Radical) 

Precision 

(Radical) 

Recall 

(Radical) 

F1-Score (Non-

Radical) 

F1-Score 

(Radical) 
AUC 

BERT 98.82% 0.98 1.00 1.00 0.98 0.99 0.99 1.00 

RoBERTa 99.91% 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

DistilBERT 99.54% 0.99 1.00 1.00 0.99 1.00 1.00 1.00 

XLNet 99.36% 0.99 1.00 1.00 0.99 0.99 0.99 1.00 
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Among all models, RoBERTa achieved the best results, with 99.91% accuracy and perfect scores (1.00) across all 

evaluation metrics. This indicates flawless classification performance with zero misclassifications. BERT-base-uncased 

also performed strongly, achieving 98.82% accuracy, with F1-scores of 0.99 for both classes and a perfect AUC of 1.00. 

Its uncased format improved generalizability across languages and writing styles. DistilBERT, a lighter version of 

BERT, reached 99.54% accuracy, offering a balance between speed and precision. Its F1-scores were also perfect, 

making it ideal for real-time or resource-limited applications. XLNet followed closely with 99.36% accuracy, 

demonstrating strong contextual performance, particularly in longer sequences of ideological text. 

As shown in figure 7, all models maintained very low false positive and false negative rates. For example, BERT 

produced 539 true negatives, 2 false positives, 11 false negatives, and 552 true positives, reinforcing its reliability. The 

ROC curves in figure 8 confirm this further, with all models achieving an AUC of 1.00, indicating perfect class 

separability between radical and non-radical ideologies. 

 

 

Figure 7. Confusion Matrix of Ideology Detection 

Model 

Figure 8. Receiver Operating Characteristic (AUC) of 

Ideology Detection Model 

These results confirm the high effectiveness of the models, particularly RoBERTa, in accurately identifying ideological 

content with minimal error—critical for use in applications such as online content moderation, intelligence analysis, and 

narrative monitoring. 

4.3. Propaganda Detection Model 

The Propaganda Detection Model was designed to classify textual content into three categories: Propaganda, 

Recruitment, and Radicalization. While the model achieved an overall accuracy of 88.03%, its performance varied across 

classes, reflecting the inherent complexity of propaganda detection. As shown in table 7, the model performed 

exceptionally well in identifying propaganda and radicalization content, but showed weaker results in detecting 

recruitment-related material. Propaganda is often conveyed through subtle persuasive techniques, emotional framing, 

and indirect language, making it more challenging to detect than explicit extremist statements. Despite these challenges, 

the model demonstrated high precision (0.993) and recall (0.995) for the Propaganda class, resulting in an excellent F1-

score of 0.994. This indicates strong reliability in detecting propaganda narratives, likely due to the presence of more 

consistent linguistic patterns in this class. 

The Radicalization class also showed strong performance, with precision, recall, and F1-score all above 0.96, 

highlighting the model’s capacity to detect ideologically charged content. However, for the Recruitment class, the model 

struggled, achieving a lower recall of 0.618 and an F1-score of 0.689, which suggests it frequently misclassified 

recruitment content as either propaganda or radicalization. These results suggest a need for improved data representation 

and contextual modeling, particularly for recruitment language, which may be less explicitly structured. 
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Table 7. Summary of model predictions for Propaganda Detection Model 

Class Precision Recall F1-Score 

Propaganda 0.993 0.995 0.994 

Recruitment 0.778 0.618 0.689 

Radicalization 0.969 0.966 0.967 

The confusion matrix in figure 9 provides further insight into the model’s predictions across the three categories. In the 

Propaganda class, the model identified 3347 true positives, with only 10 false positives and 13 false negatives, indicating 

precise detection. In contrast, the Recruitment class showed a weaker signal, with only 21 true positives, 3 false positives, 

and 15 false negatives, suggesting the model often confused recruitment with other categories. The Radicalization class 

performed better, with 504 true positives and just 3 misclassifications in both false positive and false negative directions. 

The ROC AUC scores, visualized in figure 10, further highlight the model’s class-level performance. The AUC for 

Propaganda and Radicalization was high at 0.98, confirming the model’s excellent discriminative power in these 

categories. However, the AUC for Recruitment was only 0.81, indicating that this class is not as clearly separable in the 

feature space and may require additional data or contextual refinement. 

 

 

Figure 9. Confusion Matrix of Propaganda Detection 

Model 

Figure 10. Receiver Operating Characteristic (AUC) of 

Ideology Detection Model 

While the Propaganda Detection Model performs well overall—particularly in identifying propaganda and 

radicalization—it exhibits clear limitations in handling recruitment content. Improving recruitment detection will be 

critical for enhancing the model’s operational effectiveness in real-world applications. Future improvements may 

include the addition of annotated recruitment-specific data, multimodal learning (e.g., text + imagery), and the 

incorporation of attention-based mechanisms to better capture subtle contextual signals in recruitment narratives. 

4.4. Flagged Word Detection Models 

Detecting flagged words is a critical task in countering extremism and propaganda. This section evaluates the 

performance of multiple machine learning and transformer-based models in classifying flagged and non-flagged content, 

using metrics such as precision, recall, F1-score, and accuracy. The results are summarized in table 8, while model-

specific confusion matrices and ROC curves are visualized in figure 11 to figure 17. 

Table 8. Summary of model predictions for detecting flagged words. 

Models Class Precision Recall F1-Score 

Naive Bayes Classifier 
Non- Flagged 1.00 0.07 0.14 

Flagged 0.95 1.00 0.98 

Random Forest Classifier 
Non- Flagged 1.00 0.55 0.71 

Flagged 0.98 1.00 0.99 

Support Vector Classifier (SVC) Non- Flagged 1.00 0.71 0.83 
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Flagged 0.98 1.00 0.99 

Logistic Regression 
Non- Flagged 1.00 0.13 0.23 

Flagged 0.95 1.00 0.98 

Long Short-Term Memory (LSTM) 
Non- Flagged 0.93 0.75 0.83 

Flagged 0.99 1.00 0.99 

Transformers (BERT) 
Non- Flagged 0.98 0.97 0.97 

Flagged 0.97 0.98 0.97 

RoBERTa 
Non- Flagged 0.98 0.99 0.98 

Flagged 0.99 0.98 0.98 

XLNet 
Non- Flagged 0.97 0.99 0.98 

Flagged 0.99 0.97 0.98 

T5 
Non- Flagged 0.98 0.99 0.99 

Flagged 0.99 0.98 0.99 

Traditional machine learning models show varied performance. Naive Bayes achieved perfect precision (1.00) for non-

flagged words, but had extremely low recall (0.07), leading to a weak F1-score (0.14) and a high number of false 

negatives (see figure 11). While it performs strongly on flagged content (F1-score: 0.98), this imbalance renders it 

unsuitable for real-world applications where missing unflagged instances is critical. Random Forest improved recall to 

0.55 for non-flagged terms, raising its F1-score to 0.71, but still misclassified a significant number of non-flagged entries 

(figure 12). It achieved high performance on flagged terms with an F1-score of 0.99. Similarly, Support Vector Classifier 

(SVC) showed stronger recall (0.71) and F1-score (0.83) for non-flagged instances and consistent flagged detection 

(figure 13), making it more balanced among classical methods. 

   

Figure 11. Confusion Matrix of 

Naïve Bayes (Flagged Word 

Detection 

Figure 12. Confusion Matrix of 

Random Forest Classifier (Flagged 

Word Detection) 

Figure 13. Confusion Matrix of 

Support Vector Classifier (Flagged 

Word Detection) 

Logistic Regression, despite its perfect precision, had very low recall (0.13) for non-flagged words, as shown in figure 

14, with only 7 true positives and 48 false negatives—highlighting a severe limitation in detecting unflagged content. 

LSTM models offered a more balanced approach, with an F1-score of 0.83 for non-flagged and 0.99 for flagged content 

(see figure 15). Its ability to capture temporal dependencies makes it superior to simpler classifiers. 
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Figure 14. Confusion Matrix of 

Logistic Regression (Flagged Word 

Detection) 

Figure 15. Confusion Matrix and ROC of LSTM (Flagged Word 

Detection) 

Transformer-based models consistently outperformed traditional methods. T5 achieved the highest accuracy (99%) and 

balanced performance, with both flagged and non-flagged F1-scores at 0.99. As shown in figure 16, its confusion matrix 

reported only 9 false positives and 23 false negatives, making it the most robust among all models tested. RoBERTa and 

XLNet also performed well, with accuracies of 98% each, though they recorded slightly more misclassifications (figure 

16). BERT, with 97% accuracy, remained consistent but showed room for improvement due to 37 false positives and 26 

false negatives. The ROC curves in figure 17 confirm these findings, with all transformer models achieving AUC scores 

of 0.99, demonstrating excellent class separation. This validates their high reliability for both detection and classification 

tasks in real-world environments. 

 

 

Figure 16. Confusion Matrix of Transformers (Flagged 

Word Detection) 

Figure 17. ROC of Transformers (Flagged Word 

Detection) 

While traditional models offer interpretable and computationally light solutions, they suffer from lower recall, especially 

in non-flagged content detection. In contrast, transformer-based models—particularly T5, RoBERTa, and XLNet—

consistently deliver high accuracy and balanced metrics, making them more suitable for high-risk applications such as 

extremism monitoring and content moderation. Future improvements may include domain-specific fine-tuning and 

hybrid model integration to combine interpretability with state-of-the-art performance. 
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4.5. Model Generalization 

To evaluate the models' robustness, they were tested on a holdout dataset that had not been used during training or 

validation. The models, particularly those based on BERT, demonstrated strong generalization capabilities, maintaining 

high accuracy when applied to novel, unseen text data. This highlights the effectiveness of the models in real-world 

applications where they must contend with diverse and previously encountered content. 

4.6. Discussion  

The results of this study reinforce the effectiveness of both machine learning and deep learning models in analyzing and 

classifying extremist content across tasks such as extremism classification, ideology detection, propaganda recognition, 

and flagged word identification. Among these, the Ideology Detection Model performed best, achieving an accuracy of 

98.82%, followed by the Extremism Classification Model at 90.00%, and the Propaganda Detection Model at 88.03%. 

These figures confirm that transformer-based models like BERT, RoBERTa, and XLNet are particularly well-suited to 

handling complex, context-dependent language commonly found in extremist content. 

Despite strong results overall, propaganda detection remains the most challenging task due to its use of implicit language, 

emotional framing, and subtle persuasion techniques. While models like BERT showed solid contextual comprehension, 

improvements are still needed—especially in classifying recruitment-related content, where performance lagged 

significantly. Enhancing model generalization in this area will require more diverse, annotated, and multimodal datasets 

that capture the nuanced nature of propaganda. 

The application of transformer models across tasks enabled improved detection in multilingual and culturally diverse 

content. For example, languages like Arabic and Tamil posed structural challenges due to their morphological richness, 

whereas Thai’s agglutinative nature demanded specialized tokenization. Subword models like BERT handled these 

complexities effectively, but additional domain-specific fine-tuning remains necessary to adapt to linguistic variability 

and the evolution of extremist narratives. 

The study demonstrated practical value for various stakeholders. Law enforcement agencies can use these models for 

intelligence gathering and threat assessment, while social media platforms may deploy them for content moderation. 

Policy makers and researchers can analyze ideological trends over time, shaping counter-extremism initiatives. 

However, real-world implementation also requires ethical safeguards to minimize false positives, protect civil liberties, 

and build public trust. Classification thresholds must be carefully calibrated, with transparency mechanisms and 

community engagement integrated into deployment protocols. 

The use of classical models (Naive Bayes, Random Forest, Logistic Regression, SVC) alongside deep learning methods 

(LSTM, BERT, RoBERTa, XLNet, T5) highlighted the relative strengths and limitations of each. Classical models 

offered interpretability but lower recall for nuanced content, while transformers achieved higher accuracy and F1-scores, 

particularly for detecting radical ideologies and flagged language. For example, T5 and RoBERTa were particularly 

effective in classifying complex extremist expressions with minimal misclassification. 

Future research should pursue ensemble and hybrid models to combine the strengths of multiple classifiers. For instance, 

integrating BERT with SVM or Random Forest could balance interpretability and contextual depth. Hybrid approaches, 

combining deep learning with rule-based methods, may enhance performance, reduce false positives, and improve 

interpretability in high-stakes applications. 

Moreover, a dynamic data framework is critical. Since extremist rhetoric evolves over time and adapts to political, social, 

and technological contexts, models must support continuous learning and draw from real-time data sources—such as 

social media and underground forums. Emerging forms of extremism, such as eco-terrorism, further illustrate the need 

for updated datasets and fine-tuned models capable of distinguishing between genuine activism and radicalized 

narratives. RoBERTa and XLNet, with their contextual capacity, are well-positioned for such future adaptations. 

Finally, ethical considerations must remain central. The risk of misclassifying non-extremist content as extremist carries 

serious implications. A human-in-the-loop framework, transparency in algorithmic decisions, and collaboration with 
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sociologists, ethicists, and affected communities are necessary for ensuring that these technologies serve the public good 

without compromising individual rights. 

4.7. Models Examples and Predictions 

The integrated system developed in this study demonstrates strong performance across all major tasks: extremism 

classification, ideology detection, propaganda detection, and flagged word identification. Each model contributes to a 

cohesive framework designed to detect radicalized, violent, and harmful narratives while preserving non-extremist 

content that promotes peace and tolerance. The extremism classification model effectively identifies violent or radical 

expressions by detecting subtle linguistic cues and flagged terminology, even when embedded in culturally or 

emotionally charged contexts. This capability is essential in recognizing ideologies aimed at influencing or mobilizing 

vulnerable groups. The model has shown consistent accuracy in isolating texts that promote violence and intolerance. 

The ideology detection model excels at differentiating between radical and non-radical ideologies. It preserves non-

violent discourse while filtering harmful ideological content with a high degree of accuracy. By comparing the thematic 

and semantic layers of texts, the model supports broader analysis of ideological polarization in digital environments. 

The propaganda detection model, leveraging models such as bert, categorizes content into propaganda, recruitment, and 

radicalization. It is especially useful in identifying persuasive or manipulative language that supports extremist agendas, 

including texts that encourage mobilization or glorify martyrdom. This contributes directly to early warning systems 

and preventive interventions. 

The flagged word detection model is highly effective in identifying harmful and coded language. It supports multilingual 

detection, recognizing extremist expressions embedded in various languages, idioms, and indirect speech. Its ability to 

classify such expressions, as detailed in table 9, enhances both the precision and adaptability of the system. Together, 

these models function as a comprehensive tool for moderating online content, informing policy, and guiding 

interventions.  

Table 9. Results and  predictions for detecting flagged words. 

Text Prediction Classifier Accuracy 

"The cat is out of the bag; ISIS has set its sights on the crowded markets during the 

festival." 
Flagged BERT 99.71% 

"They're using the festival as a cover for their recruitment efforts; it’s a wolf in sheep's 

clothing." 
Flagged Random Forest 98.48% 

"Makkal irangum manithargalum idhayathil kalangam seyyum enbathu 

marakkamudiyuma?" (Will people rise up in their hearts?) 
Flagged T5 95.15% 

"Thamizhagaikku inriya naattukaar idhayam vilanguvathu yaar?" (Who will light the 

hearts of Tamils?) 

Non-

Flagged 
Naive Bayes 98.48% 

"The blast left an indelible mark on the community." Flagged SVC 98.48% 

"Not begging King Salman or Erdogan for it." 
Non-

Flagged 

Logistic 

Regression 
95.43% 

"Two back to back shots of tequila at work, and I'm drunkity drunk." 
Non-

Flagged 
LSTM 98.38% 

Bombs are the only solution to rid the world of infidels. Flagged RoBERTa 99.61% 

The only way to defeat the enemy is through bloodshed and destruction. Flagged XLNet 99.70% 

Bomb hi ekmatra solution hai jo duniya ko kafiron se mukt kar sakta hai. (Bombs are 

the only solution to rid the world of infidels.) 
Flagged T5 99.82% 

The examples in table 10 illustrate predictions from several tasks, highlighting how each model processes real-world 

input and assigns appropriate classifications with high accuracy. These examples confirm that the models not only 

classify overtly violent or ideological content but are also capable of interpreting nuanced messages that reflect extremist 
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discourse. The system’s performance across diverse inputs and languages demonstrates its potential for scalable 

deployment in counter-extremism efforts, automated content moderation, and digital policy enforcement. 

Table 10. Results and  predictions for three models 

Text Prediction Accuracy 

Eyewitnesses report hundreds of huge outraged crowds gathering from all over Baghdad 

and heading towards the Green Zone now... 
Extremism 85% 

I really hate how people diss my bands! Trace is clearly NOT ugly! Not Extremism 8% 

Radical Texts 

The Messenger (sallallahu ‘alayhi wa sallam) said, “Actions are judged according to their 

intentions, and every man shall have what he intended.” 
Radical 92% 

Seeking knowledge and understanding is a fundamental duty for all believers; education 

empowers us to make informed decisions and promotes harmony. 
Non-Radical 8% 

Our brothers and sisters have sacrificed their lives for this cause; their blood will not go in 

vain. Let their martyrdom inspire us to continue the struggle. 
Propaganda 93% 

Young men and women, the time has come to rise and defend your faith and your people. 

The enemy seeks to destroy us, but we will not stand down. 
Recruitment 96% 

5. Conclusion 

This study presents a comprehensive framework for the detection and classification of extremist content using a 

combination of traditional machine learning and state-of-the-art deep learning models. The results demonstrate the high 

effectiveness of the proposed system, particularly the Ideology Detection Model, which achieved an accuracy of 98.82%, 

and the Extremism Classification Model, with a performance of 90.00%. The Flagged Word Detection Model, powered 

by T5, achieved a notable 99.71% accuracy, highlighting the potential of transformer-based architectures in identifying 

harmful language across linguistic variations. 

Although the Propaganda Detection Model recorded a relatively lower accuracy of 88.03%, this is largely attributable 

to the limited size and variability of the available dataset. Nonetheless, the successful integration of multilingual support 

in the flagged word classification task demonstrates the system’s adaptability across diverse cultural and linguistic 

contexts. Overall, the framework lays a strong foundation for deploying AI-driven tools in real-world scenarios to 

identify and mitigate extremist narratives, contributing meaningfully to public safety and digital governance. 

While the models developed in this study offer strong performance, several avenues remain for further exploration. Data 

augmentation is a critical need—especially in domains like propaganda detection, where existing datasets are limited. 

Expanding the training data with more diverse and nuanced examples will significantly improve classification 

robustness. Additionally, hybrid modeling approaches that combine classical classifiers with deep learning and 

transformer-based models could improve both accuracy and interpretability. 

Another promising direction involves analyzing the interplay between user behavior, emotional tone, and extremist 

messaging, which may provide deeper insights into the underlying motivations and psychological triggers of radical 

content creation. Enhancing model capabilities to monitor real-time data streams from social platforms and encrypted 

channels would enable more proactive detection and intervention. 

Interdisciplinary collaboration with psychologists, sociologists, and policy experts will be essential in refining model 

objectives, especially for ethically sensitive applications. Translating technical advancements into deployable solutions 

for law enforcement, content moderation teams, and regulatory bodies remains a high priority. As extremist discourse 

continues to evolve, ensuring that detection systems adapt dynamically—through continuous learning and real-time 
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updates—will be crucial for long-term impact. Ultimately, advancing this research will play a vital role in countering 

radicalization and promoting a safer digital environment. 
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