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Abstract 

This research evaluates and compares the effectiveness of various evaluation metrics in text summarization, focusing on the development of a 

new metric that holistically measures summary quality. Commonly used metrics, including ROUGE, BLEU, METEOR, and BERTScore, were 

tested on three datasets: CNN/DailyMail, XSum, and PubMed. The analysis revealed that while ROUGE achieved an average score of 0.65, it 

struggled to capture semantic nuances, particularly for abstractive summarization models. In contrast, BERTScore, which incorporates semantic 

representation, performed better with an average score of 0.75. To address these limitations, we developed the Proposed Metric, which combines 

semantic similarity, n-gram overlap, and sentence fluency. The Proposed Metric achieved an average score of 0.78 across datasets, surpassing 

conventional metrics by providing more accurate assessments of summary quality. This research contributes a novel approach to text 

summarization evaluation by integrating semantic and structural aspects into a single metric. The findings highlight the Proposed Metric's ability 

to capture contextual coherence and semantic alignment, making it suitable for real-world applications such as news summarization and medical 

research. These results emphasize the importance of developing holistic metrics for better evaluation of text summarization models. 

Keywords: Text Summarization, Evaluation Metrics, Proposed Metric, Semantic Similarity, Natural Language Processing 

1. Introduction  

Natural Language Processing (NLP) has undergone significant advancements over the past few decades, with a focus 

on simplifying and automating text comprehension and processing for various applications [1]. The evolution of NLP 

started with rule-based approaches, then progressed to machine learning, and finally towards deep learning, which has 

proven to be more effective in handling large volumes of text data [2], [3]. Modern NLP does not rely solely on simple 

statistical calculations but employs models capable of understanding context and semantics, such as transformers. 

Introduced by [4], transformers have enabled the development of models like BERT, GPT, and T5, which provide 

better contextual comprehension of text. Transformers also overcome the limitations of traditional models, particularly 

in maintaining accuracy and relevance in automatic summarization [5]. The strength of transformers in generating 

cohesive and consistent text has made them increasingly reliable for various NLP tasks, including text summarization 

[5]. For instance, the T5 model has significantly improved the quality of automatic summaries by understanding the 

context and structure of sentences [6]. 

In today’s information age, the volume of text data is rapidly increasing, including news articles, business reports, and 

scientific research [7]. Text summarization is becoming increasingly crucial to distill relevant information and facilitate 

decision-making based on the available data [8]. Automatic summarization allows users, both individuals and 

institutions, to access essential information without having to read entire texts in detail. Many industries have adopted 

text summarization to enhance information efficiency. In the healthcare sector, for example, automatic summarization 
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is used to condense medical reports and research journals, aiding doctors and researchers in gaining critical insights 

without reading lengthy documents [9]. In the business world, this technology simplifies financial reports and market 

analysis summaries, helping executives quickly grasp critical data [10]. Additionally, the media industry leverages 

automatic summarization to produce concise news that can reach a broader audience [11]. 

Despite the rapid advancement of text summarization technology, various challenges remain. For instance, generating 

summaries that maintain information accuracy, relevance, and cohesion is a complex challenge, especially for 

abstractive summarization models that attempt to generate new sentences [12]. Abstractive summarization models 

often produce text that may not be fully related or may introduce irrelevant information. Therefore, more sophisticated 

approaches are needed to ensure accuracy and precision in generated summaries [13], [14]. On the other hand, 

extractive summarization—which merely extracts key sentences from the original text—often loses flow and context, 

leading to incoherent summaries [15]. These challenges underscore the need to develop new models and methods that 

can combine extractive and abstractive approaches to produce more informative and relevant summaries [16]. 

Evaluating automatic summarization is a crucial aspect of text summarization research, as model performance cannot 

be determined without reliable evaluation metrics [17]. Commonly used evaluation metrics such as ROUGE, BLEU, 

METEOR, and BERTScore have their strengths and weaknesses. For instance, the ROUGE metric is widely used due 

to its simplicity and ability to measure similarity based on n-grams [18]. However, ROUGE is limited to word overlap 

calculations and does not consider semantic similarity between automatic summaries and reference summaries [19]. In 

contrast, BERTScore, introduced more recently, allows evaluation based on semantic similarity using embedding 

representations from BERT models [20]. BERTScore understands context and word meaning, making it more effective 

in assessing summaries generated by abstractive models. However, this metric is computationally intensive due to its 

reliance on embedding-based calculations [21]. Metrics like BLEU often penalize variations in valid sentence structure, 

while METEOR improves semantic evaluation but struggles with long-text contexts. BERTScore addresses semantic 

similarity but is computationally intensive and sensitive to text length [22]. These challenges necessitate a metric that 

balances lexical and semantic aspects for both abstractive and extractive summarization [23]. 

As demand increases for better text summarization systems, there is a critical need for evaluation metrics that can 

provide more accurate assessments of the quality of generated summaries [24], [25]. Conventional evaluation metrics 

like ROUGE and BLEU tend to focus on word or n-gram overlap between machine-generated summaries and 

references but do not consider deeper semantic similarities. This often results in bias towards models that produce 

summaries with different structures and word orders that are still semantically relevant and coherent [24], [25]. While 

popular, ROUGE calculates n-gram similarity between machine-generated summaries and human-crafted references 

[26]. Although effective in some cases, ROUGE only measures lexical similarity and cannot capture deeper semantic 

similarity, often falling short in evaluating abstractive summarization models that might use different words but convey 

the same meaning [27], [28]. Transformer-based models like BERT, GPT, and T5 have significantly advanced text 

summarization by enabling contextual embeddings and semantic understanding. These models effectively capture the 

nuances of abstractive summaries, making them ideal for evaluation metrics that prioritize meaning over word overlap 

[27], [29]. 

Semantic similarity is the ability to assess whether two texts convey the same meaning, even if different words are used 

[30]. In text summarization, it is crucial for automatic summaries not only to match specific words but also to convey 

the same core message as human-generated summaries. Some newer metrics, such as METEOR and BERTScore, 

attempt to address this limitation by considering synonymy and vector-based word representations [31]. The METEOR 

metric uses synonymy and word root forms to capture the meaning of diverse words that share semantic relationships 

[18]. While it outperforms BLEU in certain cases, METEOR still has limitations when evaluating long texts and 

remains more focused on lexical similarity. In contrast, BERTScore, based on the BERT model, accounts for deeper 

semantic representations using vector embeddings that reflect the meaning of each word [32]. Research by [33] 

demonstrates that BERTScore excels in measuring semantic similarity but is sensitive to text length and can sometimes 

assign high scores to irrelevant summaries. However, despite its advantages in semantic similarity, these metrics do 

not fully consider narrative structure or other cognitive aspects that may be present in human-generated summaries. 

Therefore, a metric capable of evaluating text more holistically is needed to provide a more accurate assessment of 

summary quality. 
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Based on the limitations of conventional metrics, this study proposes a new metric, referred to as the Proposed Metric, 

aimed at providing a more comprehensive evaluation of automatic summaries. The Proposed Metric integrates several 

key elements, such as semantic similarity, by incorporating vector representations from transformer-based models. 

This allows the Proposed Metric to better capture the semantic meaning of the text, similar to BERTScore, but with 

improved contextual adjustments. In terms of narrative structure and text cohesion, the Proposed Metric assesses how 

well a summary organizes information logically and coherently, which is crucial in human-crafted summaries [33]. 

This metric is capable of identifying summaries that effectively convey information, both at the local level and across 

the entire text. Additionally, by applying a weighting method for key information, the metric accounts for the most 

relevant content, ensuring that the core ideas or key points of the original text are proportionally represented in the 

summary [27]. 

This study aims to evaluate the Proposed Metric across various datasets to assess its effectiveness in providing a more 

comprehensive evaluation of summary quality compared to conventional evaluation metrics. By placing greater 

emphasis on semantic and structural aspects, the Proposed Metric is expected to enhance the accuracy of automatic 

summary assessments and make a significant contribution to the evaluation of text summarization models. The use of 

more holistic and semantically focused metrics is crucial for various practical applications of text summarization, 

ranging from delivering concise information in news applications to automating text analysis on scientific and 

educational platforms. In the business context, text summarization plays a critical role in data-driven decision-making, 

where accurate summaries are essential [34], [35]. In the medical field, summarizing lengthy journal articles aids 

healthcare professionals in efficiently accessing information [36]. Therefore, the application of a more semantically 

driven and quality-focused Proposed Metric is expected to enhance the relevance and accuracy of automatic 

summarization outcomes across various real-world applications. The Proposed Metric can help improve the readability 

and accuracy of summaries across diverse sectors, including finance, research, and media. 

2. Literature Review 

This literature review aims to explore various approaches that have been proposed in the evaluation metrics for text 

summarization. Accurate evaluation is a crucial aspect in assessing the quality and effectiveness of summarization 

systems, especially considering the diverse methods applied in the summarization process, both extractive and 

abstractive. This study will discuss various metrics that have been implemented in previous research, as well as 

compare the strengths and weaknesses of each metric in the context of text summarization. Furthermore, this review 

will identify gaps in the existing literature and provide a foundation for the development of new, more effective metrics. 

Thus, it is hoped that this literature review will contribute significantly to the understanding and advancement of 

evaluation metrics in the field of text summarization. Research conducted by [34] Urdu has seen limited advancements 

in text summarization within NLP. This paper focuses on abstractive summarization using a labeled dataset, achieving 

a ROUGE-1 score of 25.18 with a transformer model. It also introduces a novel evaluation metric, the "disconnection 

rate," to improve summary assessment. Another similar study by [28] this paper addresses data scarcity in deep 

learning, particularly in clinical domains, by exploring the capabilities of large language models like T5 and BART 

using the CHARDAT dataset. It employs ChatGPT for data augmentation, rephrasing training instances, and compares 

it with other methods like EDA and AEDA. The results show that ChatGPT augmentation outperformed back-

translation, with the BART model achieving ROUGE-1, ROUGE-2, and ROUGE-L scores of 52.35, 41.59, and 50.71, 

respectively. 

Further relevant research conducted by [35] This study enhances BERTScore for low-resource languages by aligning 

embeddings through contrastive learning. Experiments on Hausa in the WMT21 English–Hausa translation task show 

that fine-tuning pre-trained models (XLM-R, mBERT, LaBSE) improves correlation with human judgments and 

outperforms metrics like BLEU and COMET, especially with mBERT. The method also generates better embeddings 

than other pre-trained models and is effective in English–Chinese translation tasks. Other relevant research also by [11] 

this paper applies framing theory to text summarization, introducing a method that identifies frame elements and 

predicts the dominant frame in news reports. The frame-aware summarization model (FrameSum) enhances summary 

quality by focusing on core content while maintaining readability and accuracy. Empirical studies demonstrate 

significant improvements in summary quality using this approach. Further research by [27] this study examines the 
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correlation among various evaluation metrics for short story generation using different language models. It identifies 

four groups of correlated metrics, finding that perplexity correlates with grammatical errors, while BLEU, ROUGE, 

and BERTScore are highly correlated. WMD negatively correlates with these three, and Self-BLEU does not correlate 

with others. The study concludes that multiple metrics are needed for effective text generation evaluation. Further 

relevant research by [29] this study presents a novel method for detecting ChatGPT-generated content in scientific 

articles within Learning Management Systems (LMS). Utilizing advanced language models like RoBERTa, T5, and 

EleutherAI GPT-Neo-125M, the research incorporates LMS concepts and constructs a dataset of human and ChatGPT-

generated abstracts. The models were trained on this dataset, achieving over 99% accuracy in distinguishing between 

AI and human content, thus enhancing content differentiation in scientific discourse. Further research by [21] headline 

generation condenses key information into a single sentence. The Transformer structure is effective but struggles with 

increased training time and GPU usage for longer texts. A proposed hybrid attention mechanism improves training 

efficiency by modeling local and global semantic information without sacrificing effectiveness. Experimental results 

show significant improvements in F1 values for ROUGE metrics and a 2.8% increase in BERTScore, indicating 

enhanced fluency and coherence. This model serves as a valuable reference for related text generation tasks. 

3. Research Methodology 

The research methodology is designed to evaluate and compare the effectiveness of various evaluation metrics in text 

summarization. The research process involves multiple stages, starting from data collection to the testing and validation 

of newly developed evaluation metrics [37]. The following flow chart figure 1 illustrates the systematic steps to be 

undertaken in this study to achieve the desired objectives. 

 

Figure 1. Proposed model 

3.1. Data Collection 

The first stage involves data collection, which serves as the basis for generating and evaluating automatic summaries. 

The data utilized in this study includes three standard datasets for text summarization. CNN/DailyMail: Consists of 

approximately 300,000 news articles and human-written summaries. XSum: Contains around 227,000 news articles 

with concise summaries capturing the key information of each article. PubMed: This dataset includes around 133,000 

medical and scientific research articles, along with their abstracts used as summaries. 

The diversity of these datasets ensures robust testing. CNN/DailyMail provides long-form summaries, XSum offers 

highly abstractive single-sentence summaries, and PubMed represents domain-specific texts with technical vocabulary. 

These datasets were selected because they encompass different types of text (news and scientific research) and varied 

summarization styles (news summaries tend to be more concise, whereas scientific summaries are more informative). 
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Each dataset was divided into training, validation, and testing sets with a ratio of 80%, 10%, and 10%, respectively, 

for model training and evaluation. 

3.2. Data Preprocessing 

Data preprocessing utilized spaCy for tokenization and lemmatization, while stopwords were removed using NLTK. 

Text normalization included punctuation stripping and case conversion to maintain consistency. To ensure that the data 

is ready to be processed by the model, several pre-processing steps are required as follows: Tokenization: Each text is 

broken down into individual words or tokens for processing by the model. For instance, the sentence "Data is essential 

for models." would be split into ["Data", "is", "essential", "for", "models", "."]. Lemmatization: This process converts 

each word to its base form to reduce word variation. For example, words like "running," "runs," and "ran" are 

transformed into "run." Stopword Removal: Common words that do not carry significant meaning, such as "and", "the", 

and "is", are removed. Punctuation and Case Normalization: Punctuation is removed, and all text is converted to 

lowercase to eliminate distinctions between "Data" and "data." 

These pre-processing steps reduce data complexity, make it more uniform, and help the model generate more relevant 

summaries. 

3.3. Model Selection for Summarization 

At this stage, models for text summarization were selected based on their performance in relevant tasks. The models 

employed in this study include: BERT (Bidirectional Encoder Representations from Transformers) for extractive 

summarization, where the model selects key sentences from the original text to form a summary. T5 (Text-To-Text 

Transfer Transformer) for abstractive summarization, where the model generates new sentences that summarize the 

content of the text. 

Both models have been pre-trained on common text summarization datasets, enabling them to comprehend sentence 

context and semantic meaning in the text. 

3.4. Summarization Generation 

Once the models were selected, each model was applied to the datasets to generate automatic summaries. The volume 

of data processed in this stage included the entire test data from each dataset, approximately as follows: 

CNN/DailyMail: 30,000 articles for testing; XSum: 22,700 articles for testing; PubMed: 13,300 articles for testing. 

The generated summaries for each article were then compared with the reference summaries or ground truth provided 

in the datasets. This stage produced summaries that were subsequently evaluated using various metrics. 

3.5. Evaluation Metrics Calculation 

At this stage, each automatic summary is evaluated using different evaluation metrics. The metrics employed are as 

follows: ROUGE (Recall-Oriented Understudy for Gisting Evaluation): Calculates n-gram word overlap between the 

automatic summary and the reference summary. BLEU (Bilingual Evaluation Understudy): Measures n-gram overlap 

but places greater emphasis on grammatical and lexical similarity. METEOR (Metric for Evaluation of Translation 

with Explicit ORdering): Combines n-gram overlap with evaluation of synonyms and word forms. The parameter α, 

set to 0.9, balances precision and recall in METEOR, optimizing its sensitivity to both lexical and semantic matching. 

BERTScore: Assesses semantic similarity using embedding vectors, taking into account word context. In addition to 

the metrics above, this study also proposes a new metric, Proposed Metric, formulated as follows: 

Proposed Metric = α x Semantic Similarity + β x N-gram Overlap + γ x Fluency (1) 

Semantic Similarity is calculated using cosine similarity of BERT embedding vectors. N-gram Overlap measures the 

number of overlapping n-grams with the reference summary. Fluency evaluates the smoothness of sentences using the 

perplexity score from a language model. 

The weights α, β, and γ were adjusted based on preliminary experiments to achieve optimal accuracy in evaluating 

summary quality. 
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3.6. Comparative Analysis 

At this stage, we conducted a comparative analysis between the results of existing evaluation metrics (such as ROUGE, 

BLEU, METEOR, and BERTScore) and the newly proposed metric (Proposed Metric). The objective was to assess to 

what extent the Proposed Metric could provide a more accurate and comprehensive evaluation compared to established 

metrics. The steps involved in this comparative analysis include: Collection of Scores from Each Metri, all computed 

results from both existing metrics and the Proposed Metric were recorded for each dataset (CNN/DailyMail, XSum, 

and PubMed). The average scores for each metric were calculated to provide an overall perspective. Cross-Metric 

Comparison Based on Datasets, to identify the strengths and weaknesses of each metric, we compared the performance 

of each metric across different datasets. For example, we examined how the Proposed Metric handled summarization 

on the XSum dataset, which contains very brief and informative summaries, compared to CNN/DailyMail, which 

comprises longer news texts. Use of Descriptive Statistics and Data Visualization, comparative charts, such as bar or 

line graphs, were used to illustrate the score differences between existing metrics and the Proposed Metric. This 

analysis was also supported by descriptive statistics, such as mean and standard deviation, to provide a more precise 

overview. Contextual Analysis of Metric Strengths and Weaknesses, in comparing the metric results, we also 

performed contextual analysis to understand why certain metrics, such as BERTScore, performed better on specific 

datasets than conventional metrics, and how the Proposed Metric can better address these shortcomings. 

This stage is crucial to evaluate whether the Proposed Metric truly offers an improvement in assessing summary quality 

compared to existing metrics, particularly in capturing the semantic aspects of summaries. 

3.7. Result Interpretation and Conclusions 

The final stage of this research involves the interpretation of the results obtained from the comparative analysis and the 

formulation of conclusions. The ultimate findings are reviewed to provide a comprehensive perspective on the 

effectiveness of the proposed metric, as well as recommendations for future research. The steps in this phase include: 

Interpretation of Evaluation Scores, each score obtained from the metric is assessed based on its effectiveness in 

measuring the quality of text summaries both semantically and syntactically. For instance, if the Proposed Metric shows 

an average score of 0.78 compared to ROUGE-1, which only reaches an average of 0.45, then the Proposed Metric is 

considered superior in capturing the contextual meaning of the text. Discussion of Results Based on Datasets, 

conclusions are drawn with consideration for each dataset, allowing the research findings to demonstrate whether the 

Proposed Metric can overcome the limitations of conventional metrics across different datasets. These results also 

reflect performance variations based on the type of summaries generated. Formulation of Key Conclusions and 

Recommendations for Future Research, based on the interpretation of results, this study concludes that the Proposed 

Metric provides improvements in measuring summary quality, particularly in capturing complex semantic meanings. 

As a recommendation for future research, this study suggests the development of additional metrics that take into 

account linguistic style and domain context to further enhance the assessment of automatic summaries. 

This stage serves as the conclusion of the overall research methodology, where the comparative analysis results are 

translated into meaningful findings and recommendations for advancing more effective research in the field of text 

summarization. 

4. Results and Discussion 

This section presents the research findings obtained and discusses the implications of these findings. The analysis 

conducted aims to provide a deeper understanding of the phenomenon under investigation and to explore the 

contribution of these results to the advancement of knowledge in the relevant field. This discussion will also compare 

the obtained results with existing literature, as well as identify potential limitations and directions for future research. 

4.1. Performance of Existing Metrics 

Concrete examples demonstrated how the Proposed Metric better captured meaning and coherence, particularly in 

abstractive summaries. For example, a summary evaluated by the Proposed Metric scored higher in semantic alignment 

and fluency than with BLEU or ROUGE. The performance analysis, as shown in table 1, revealed that the Proposed 



Journal of Applied Data Sciences 

Vol. 6, No. 2, May 2025, pp. 885-896 

ISSN 2723-6471 

891 

 

 

 

Metric maintained consistency across different types of summaries, making it a reliable tool for evaluating complex 

summarization tasks. 

Table 1. Performance of Existing Metrics 

Metrics Dataset Average Value Metrics Dataset Average Value 

ROUGE-1 

CNN/DailyMail 0.45 

BLEU 

CNN/DailyMail 0.20 

Xsum 0.30 Xsum 0.15 

PubMed 0.50 PubMed 0.22 

ROUGE-2 

CNN/DailyMail 0.25 

METEOR 

CNN/DailyMail 0.25 

Xsum 0.15 Xsum 0.20 

PubMed 0.35 PubMed 0.27 

ROUGE-L 

CNN/DailyMail 0.40 

BERTScore 

CNN/DailyMail 0,75 

Xsum 0.28 Xsum 0.65 

PubMed 0.45 PubMed 0.70 

In an effort to effectively evaluate the quality of text summaries, various metrics have been developed and implemented 

in the existing literature. These metrics serve to measure the degree of similarity between machine-generated 

summaries and human-written reference summaries. In this study, we will discuss the formulas used for some of the 

most commonly employed metrics, namely ROUGE, BLEU, METEOR, and BERTScore. Each metric offers a unique 

approach and provides different insights into summary quality, allowing for a more comprehensive comparison of the 

text summarization models being tested. 

ROUGE: Measures the overlap between the generated summary and the reference summary. 

ROUGE-N =  
Number of matching N−grams

Total number of N−grams in the reference summary
 (2) 

BLEU: A metric that measures summary quality based on n-grams. 

BLEU = BP x exp (∑ 𝑊𝑛
𝑁
𝑛=1 . log 𝑝𝑛) 

BP refers to the Brevity Penalty, and 𝑝𝑛 denotes the precision of n-grams. 

METEOR: Calculates similarity by considering stemming and synonyms. 

METEOR = 
P .  R

αP+(1−α)R
 (3) 

Where 𝑃 is precision, 𝑅 is recall, and 𝛼 is a parameter that controls the contribution of precision and recall. 

The evaluation results show that ROUGE performs well in assessing word-based similarity. However, the results varied 

across datasets showing that while the ROUGE-1 value on CNN/DailyMail reached 0.45, on the XSum dataset it 

dropped to 0.30. This suggests that word overlap-based metrics may not fully reflect summary quality, especially in 

the context of more complex abstractive summaries. BERTScore, on the other hand, shows higher values (0.75 on 

average for CNN/DailyMail), indicating its ability to capture deeper semantic context and meaning. The Proposed 

Metric showed consistent performance across summary types, maintaining high semantic similarity for short XSum 

summaries and robust fluency in longer CNN/DailyMail summaries. Variability analysis confirms its adaptability to 

diverse text structures. 

4.2. Performance of New Proposed Metric 

In this study, a new evaluation metric is proposed to provide a more comprehensive assessment of automatic 

summarization. This new metric is formulated by considering several aspects of summary quality: 

                       Proposed Metric = α x Semantic Similarity + β x N-gram Overlap + γ x Fluency                     (4) 
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Semantic Similarity is measured using cosine similarity of the embeddings generated by the BERT model. N-gram 

Overlap is assessed by counting the number of matching n-grams between the generated summary and the reference 

summary. Fluency is evaluated using the perplexity score from a language model, which provides an indication of the 

linguistic smoothness of the generated summary. The average results for the Proposed Metric on each dataset, as shown 

in table 2, are calculated based on the components in the formula above. 

Table 2. Performance of New Proposed Metric 

Dataset Average Value of Proposed Metric 

CNN/DailyMail 0.78 

Xsum 0.70 

PubMed 0.73 

For instance, in CNN/DailyMail, a generated summary 'The company announced a new product.' scored higher on 

fluency and coherence using the Proposed Metric than BLEU, which penalized minor lexical variations. The average 

value of the Proposed Metric shows better results than the traditional metric, with an average of 0.78 for 

CNN/DailyMail. This indicates that it is more effective in capturing the semantic essence and language quality of the 

summaries. Improvements in fluency and semantic similarity are important factors that give the Proposed Metric an 

advantage over existing metrics. By emphasizing on these aspects, the Proposed Metric not only evaluates word 

overlap, but also considers language quality and meaning, thus providing a more holistic assessment of the quality of 

automatic summaries. The following graph figure 2 shows the performance comparison of the five-evaluation metrics 

(ROUGE, BLEU, METEOR, BERTScore, and Proposed Metric) on three different datasets, namely CNN/DailyMail, 

XSum, and PubMed. 

 

Figure 2. Clustered Bar Chart 

The displayed graph presents a comparative performance analysis of five evaluation metrics (ROUGE, BLEU, 

METEOR, BERTScore, and the Proposed Metric) on three primary datasets: CNN/DailyMail, XSum, and PubMed. 

From the graph, it is evident that the Proposed Metric consistently outperforms others, achieving the highest scores 

across all datasets. On the CNN/DailyMail dataset, the Proposed Metric recorded a score of 0.74, followed by 

BERTScore with 0.72. This indicates that the Proposed Metric is more effective in capturing the overall quality of 

summaries compared to traditional metrics that predominantly focus on word overlap, such as ROUGE (0.65) and 

BLEU (0.55). 

The XSum dataset exhibits a similar pattern, with the Proposed Metric leading again with a score of 0.71, while 

BERTScore remains consistent in second place with 0.70. This demonstrates that for shorter and more concise 

summaries, semantic similarity-based metrics like BERTScore and the Proposed Metric are more accurate in assessing 

quality. Conventional metrics such as ROUGE and METEOR show lower scores on this dataset, while BLEU, with a 

score of 0.52, highlights its limitations in capturing the essence of more context-dense summaries. 
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On the more complex and lengthier PubMed dataset, the Proposed Metric once again demonstrates its superiority with 

a score of 0.78, followed by BERTScore at 0.75. The consistent performance of BERTScore reflects its capability to 

evaluate summaries based on semantic similarity, particularly in more intricate texts. Meanwhile, conventional metrics 

like ROUGE (0.67) and METEOR (0.63) fall in the middle range, with BLEU remaining the lowest at 0.56. 

Overall, the graph highlights that the Proposed Metric introduced in this study offers a more holistic and accurate 

evaluation compared to conventional metrics, particularly on more complex datasets like PubMed. The advantage of 

the Proposed Metric in capturing contextual and semantic meaning makes it a more effective evaluation tool for 

summarization models, as opposed to traditional metrics that primarily focus on word overlap. After the analysis using 

Clustered Bar Chart that shows the performance of five evaluation metrics (ROUGE, BLEU, METEOR, BERTScore, 

and Proposed Metric) on the three main datasets, further analysis with Line Chart figure 3 was conducted to dig deeper 

into the performance trend of each metric across various datasets. 

 

Figure 3. Line Chart: Evaluation Metrics Across Datasets 

The line chart presented illustrates the trend of evaluation metric scores on the CNN/DailyMail, XSum, and PubMed 

datasets. In this chart, it is evident that the Proposed Metric consistently outperforms other metrics, demonstrating 

superior performance in capturing the quality of text summaries. Notably, this metric excels on the PubMed dataset 

with the highest score (0.78), highlighting its capability to handle longer and more complex texts. Additionally, 

BERTScore ranks second across all three datasets, indicating its stability in evaluating semantic similarity. In contrast, 

conventional metrics such as ROUGE and BLEU exhibit greater variation depending on dataset characteristics. For 

instance, BLEU shows lower performance on XSum, reflecting its limitations in assessing summaries that are more 

concise and direct to the point. Through this line chart, we can intuitively observe the performance patterns of metrics 

across different types of datasets. This reinforces previous findings that the Proposed Metric not only achieves higher 

scores but also demonstrates greater consistency compared to other conventional evaluation metrics. This underscores 

the potential of the proposed metric for broader use in evaluating text summarization models, particularly in scenarios 

requiring a more holistic assessment of quality. 

5. Conclusion 

This study focuses on the evaluation of metrics in the context of text summarization, an integral part of natural language 

processing that is becoming increasingly essential in today’s information era. In an effort to understand and compare 

the effectiveness of various evaluation metrics, this research analyzes existing metrics, such as ROUGE, BLEU, and 

METEOR, while also introducing a new metric designed to capture the semantic quality and context of generated 

summaries. The evaluation results indicate that while traditional metrics like ROUGE are effective in measuring word 

overlap, they often fail to reflect the deeper semantic quality of summaries, especially for abstractive summarization 

models. For instance, ROUGE-1 performs well on the CNN/DailyMail dataset, but its performance varies on more 

complex datasets like XSum, with an average ROUGE-1 score of 0.45 for CNN/DailyMail and 0.30 for XSum. 

Meanwhile, BLEU and METEOR show lower performance, indicating the need for a more holistic evaluation 

approach. By employing BERTScore, which takes into account context and semantic representation, this study 

demonstrates a significant improvement in the assessment of summary quality. The average BERTScore for the tested 
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datasets ranges from 0.70 to 0.75, suggesting that this metric is more effective at capturing the nuances of meaning in 

summaries compared to traditional metrics. 

One of the main findings of this study is the development of a new evaluation metric, Proposed Metric, which 

outperforms conventional metrics in assessing the quality of summaries. This metric is designed to account for deeper 

semantic similarity and narrative context. The results of the Proposed Metric show the highest average scores among 

all tested metrics, with averages reaching 0.78 for CNN/DailyMail, 0.70 for XSum, and 0.73 for PubMed. These 

findings indicate that the new metric is more sensitive to key aspects of text summarization, such as coherence and 

completeness of information. Based on the results, it can be concluded that the use of deep learning-based metrics and 

the development of new metrics have the potential to significantly enhance the evaluation of text summary quality. 

This research demonstrates that as abstractive summarization models advance, evaluation approaches must also adapt 

to reflect the complexity and depth of meaning in the text. The findings of this study highlight the importance of 

selecting appropriate metrics to assess summary quality, especially in the context of increasingly sophisticated deep 

learning models. The proposed metric presents opportunities for further exploration into how evaluation can be 

enriched with a semantics-based approach. Future research can focus on testing this new metric across various datasets 

and applications to ensure its consistency and effectiveness in a broader context. Additionally, further studies can 

explore the integration of evaluation metrics with machine learning algorithms to develop better text summarization 

models, as well as expand the use of metrics in other domains, such as sentiment analysis and content recommendation. 

As technology evolves and the demand for relevant and accurate information increases, this research is expected to 

make a significant contribution to the development of more effective and efficient natural language processing systems. 

In conclusion, the results of this study suggest that more innovative, context-focused evaluation metrics can provide a 

better understanding of the quality of automatic summaries, benefiting various real-world applications that require 

rapid and effective information processing. The Proposed Metric’s practical utility extends to domains like news and 

medical summarization. For example, it ensures semantic alignment critical for medical abstracts, aiding healthcare 

professionals in synthesizing knowledge efficiently. Future research should explore adaptive weighting for further 

improvements. 
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