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Abstract 

Book reviews show the expression of the reviewers that are to be evaluated and describe the book. Today, the amount of the book is growing 

rapidly, and it offers people a lot of choices. The recommender system on book reviews is mostly mentioned, and we will recommend a book 

based on the keyword selected. This study highlights two primary objectives. The first objective is to identify the keywords of the book review, 

and the last objective is to design and develop a book review analysis visualization using the result of the k-means clustering algorithm. The 

methodology of this research consists of ten phases, which start with the preliminary study, knowledge acquisition and analysis phase, data 

collection phase, data pre-processing phase, and modeling phase. The research then continues with the design and implementation, dashboard 

development, testing and evaluation, and finally, the documentation phase. The data from this study is scraped from Amazon.com and focuses 

on three genres: Fiction and Fantasy, Mystery and Thriller, and Romance. All the data will be clean before it can be applied to k-means clustering. 

The result of clustering will define the keywords for every genre and will compare with the keywords for each book that was collected from 

Amazon.com.  
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1. Introduction 

A book is a medium for documenting information in the form of writing or images, typically made up of several pages 

bound together and covered by a cover. For example, the books contain knowledge or histories [1]. Why should we 

read books? Reading is good for our brain, as it increases blood flow and improves brain connectivity [2]. The most 

important thing when reading a book is it will increase the knowledge of history or culture and also increase the skill 

in an area of interest. It will make it easier to handle any problem and give more confidence. People can buy a book 

easily at the bookstore or website shop. If purchased on the website, people can place their rating and review on the 

website that they were purchased. Nowadays, we have not only a book in physical but also an electronic book, as 

known as eBooks [3]. An electronic book, or eBook, is a digital version of a printed book that includes various types 

of material, such as text, figures, and pictures, which can be read on computers, eReaders, tablets, and smartphones 

[4]. 

Reviews of items are important as they lead others to use or do not impact production profit and popularity. Users of 

different perspectives have written a summary text. Useful visual analysis of online customer reviews, which has a big 

impact on the analysis of reviews, has generated a high level of interest in determining effective decision-making [5].In 

this work approach, book reviews’ analysis visualization is created and implemented, which helps to recommend books 

based on the keyword that gets from the result of clustering.  

Recommendations were obtained from reviews and ratings from users to find a list of books [6]. For the visualization, 

it will use a clustering approach. Clustering is based on similarity, where similar elements are kept in a single group. 

The idea of dividing large data into smaller sets seemed to offer advantages, such as scalability, which, due to the 

smaller set of data on which algorithms operate, improves response time. Clustering has been widely investigated as 
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an unsupervised method [7]. People have a lot of options in the real world, and the main challenge is selecting one out 

of them [6]. The person who does not have enough personal experience to evaluate often takes the other person’s 

opinion in choosing one of many items. But, by taking their opinion, it will take a long time to make a decision. 

Moreover, the increase in the amount of digital content available and the number of Internet users has created an 

information problem that discourages timely access to items of interest on the Internet [8]. 

These days, many books have been published, and many genres of books can be found. Whenever the user searches 

for a book online, he/she gets confused by the number of items shown [6]. Therefore, this research aims to solve these 

problems by developing a visualization to show the keyword that users mostly give reviews in certain books. 

2. Literature Review 

A recommender system is a straightforward algorithm designed to provide users with the most relevant information by 

identifying patterns within a dataset. This algorithm rates items and highlights those with high ratings, suggesting 

products that best align with consumer preferences [9]. One of the key features of a recommender system is its ability 

to predict user interests and needs by analyzing their behavior or the behavior of other users, ultimately creating a 

personalized recommendation experience [10]. 

Recommender systems can determine whether a particular shopper might be interested in a specific product by 

analyzing the customer's profile [11]. These systems function by collecting user inputs, applying suitable algorithms, 

and generating recommendations tailored to the user’s choices and preferences [12]. Implementing recommender 

systems is a smart solution for streamlining the search process on E-commerce websites, saving users time, and 

simultaneously increasing profits by encouraging consumers to explore and purchase more products [5]. 

The rapid development of mobile technology has resulted in a large influx of information available to users. While this 

is a positive trend, it raises an urgent challenge: how to deliver sufficient and relevant information efficiently. 

Fortunately, extensive research has been conducted to address this issue [13]. For example, Lian incorporated the 

matrix factorization model and spatial clustering phenomena in humans to improve recommendation efficiency [14]. 

Similarly, Zhang introduced a hybrid recommendation system that enhanced user recommendations to a notable degree 

[5]. Interestingly, Kacchi developed a client-server model where users act as clients submitting queries to the system 

[15]. Recommender systems have become indispensable tools in the E-commerce environment, effectively managing 

information overload. Over the past decade, these systems have been widely adopted by major platforms such as 

Amazon.com, Netflix, and others, contributing to increased sales by utilizing diverse recommendation techniques [16], 

[17]. 

3. Methodology 

The research process begins with a structured methodology, which includes the following phases: preliminary study, 

knowledge acquisition, data collection, data pre-processing, system architecture design, system development, system 

testing and evaluation, and documentation. Each phase is designed to address and achieve the objectives of the study. 

The research methodology serves as a comprehensive summary of the phases and activities undertaken in this study. 

Careful consideration is given to selecting the appropriate methods to ensure that the study’s results align with the 

stated objectives outlined in the main proposal. The methodology representation is clearly explained, with outcomes 

evaluated to verify their alignment with the research objectives. Figure 1 provides a visual representation of the research 

methodology framework, illustrating the logical flow of the study’s phases and their interconnections.  

 

Figure 1. Research Methodology Framework 

3.1. Preliminary Study 

The preliminary study involves periodic discussions about the research and an in-depth exploration of the problem 

statement. This phase includes examining the domain and the problem statement through various resources such as the 



Journal of Applied Data Sciences 

Vol. 6, No. 1, January 2025, pp. 225-235 

ISSN 2723-6471 

227 

 
Internet, academic journals, forums, books, and other academic writings authored by researchers relevant to the topic. 

These reviews are instrumental in refining the study’s title, problem statement, research questions, objectives, and 

scope. The primary challenge in the domain of book recommendation lies in the overwhelming number of books 

available, which makes it difficult for readers to decide which book to choose. The study also investigates existing 

methods used in this domain. Based on this exploration, the researcher opted to adopt a straightforward approach for 

recommending books, focusing on book reviews as the key determinant in the recommendation process.  

3.2. Knowledge Acquisition 

This phase is to gain the information and knowledge collected from the literature review about the domain along with 

the problems and techniques that are related and possible solutions to the domain problem. For this study, journal 

articles or books are reviewed to find the best technique for designing the website and to set the constraints. This phase 

represents an important step towards achieving a good understanding of the study concept collected in the literature 

review and research methodology. All of the relevant techniques are compared and selected to suit the needs of the 

study to produce the best results. Text clustering and k-mean clustering are the best techniques to solve this problem. 

Every technique has its advantages and disadvantages. The techniques will refer to the data that has been obtained and 

explained in the subtopic in this chapter. 

3.3. Data Collection 

The data collection phase outlines the process of identifying and gathering relevant data for the study. During this 

phase, we explored methods for extracting data from websites. Data from Amazon.com was collected using Python-

based tools, specifically Scrapy and Beautiful Soup, which were customized to meet the requirements of the study [18]. 

Web scraping refers to the process of extracting or scraping data from websites and is sometimes called web data 

collection or web data extraction. In its simplest form, web scraping involves copying and pasting text from a website 

to a local device. However, with tools such as web crawlers, web scraping can automate the collection of data. Web 

crawlers are scripts that connect to the World Wide Web via the Hypertext Transfer Protocol (HTTP) to retrieve and 

extract data automatically [19]. To extract structured data from websites, Beautiful Soup is employed. Beautiful Soup 

is a Python library specifically designed for parsing HTML and XML files. It simplifies interactions with HTML 

structures and serves as a support module for extracting required data efficiently [20], [21]. 

The focus of this study is on three genres: Science Fiction and Fantasy, Mystery and Thriller, and Romance. The first 

step in the data extraction process is to list book titles along with their details. Beautiful Soup is used for this purpose 

due to its user-friendly capabilities in web scraping. The key data fields extracted include Book 

Name, Author, Rating, Number of Customer Ratings, and Price. Figure 2 illustrates the Amazon websites used for data 

collection. Figure 3 and figure 4 display the code utilized for web scraping and its continuation, respectively. 

 

Figure 2. Amazon websites that are used 

 



Journal of Applied Data Sciences 

Vol. 6, No. 1, January 2025, pp. 225-235 

ISSN 2723-6471 

228 

 

 

Figure 3. Coding for scraping 

 

Figure 4. Continuation of coding for scraping 

Figure 3 and figure 4 show the code that will perform the following functions. First, the function get_data inside a 

for_loop will be called, starting from 1 to the number of pages+1 the for loop will iterate over this function. Since the 

output is a nested list, the list will be compressed first and then passed to the DataFrame. Finally, the CSV file saves 

the data frame, as shown in figure 5 and table 1. 

 

Figure 5. Data after scraping 

Table 1. Number of books that are scraped 

Genre Number of books Genre 

Science fiction and fantasy 100 books Science fiction and fantasy 

Mystery and thriller 100 books Mystery and thriller 

Romance 100 books Romance 

Table 1 above shows the number of books scraped from Amazon based on genre. The total scraped reviews are 300 

books. The total of books will change due to missing value on reviews after removing the books that do not have 

reviews and reviews less than 200 by using Excel. The reason more than 200 reviews are chosen is because we want 

at least 50 books for every genre. So, it will have many reviews that can be used for clustering. Next, table 2 shows the 

number of selected books. 
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Table 2. Number of selected books 

Genre Number of books Genre 

Science fiction and fantasy 50 books Science fiction and fantasy 

Mystery and thriller 62 books Mystery and thriller 

Romance 50 books Romance 

Table 2 shows the updated number of books, and the list of books will be used to scrape the reviews for each book. 

The next step is to scrape the reviews of the book by using Scrapy. For large-scale web scraping, Scrapy is a Python 

framework. It was written in Python, and it provides all the resources that we need to extract data from websites 

effectively and process and store it in a suitable structure and format. The reviews will be scraped based on the title 

shown in figure 6 and reviews in figure 7. 

  

Figure 6. Title of book Figure 7. Reviews of book 

The important data is comment since it will be used in clustering. It would need to do some cleaning after the data has 

been scraped before it can be used to cluster. The data collected from scraping is scattered and not accurate. The 

keywords that are mentioned in reviews from the Amazon website are also scraped since we want to compare them 

with the keywords from the result of clustering. Figure 8 shows the keywords for each book, and figure 9 shows the 

list of keywords that have been scraped and saved as .csv.  

 

 

Figure 8. Keywords that are mentioned in 

reviews 
Figure 9. Keyword for genre Fiction and Fantasy 

Pre-processing of data is a technique to turn raw data into a convenient and efficient format. Data pre-processing phases 

include data cleaning, data transformation, and data reduction. Data cleaning is about handling data with irrelevant and 

missing data. Missing data can be handled in a variety of ways, for example, ignoring the tuples or filling in the missing 

values, while it can be handled in the following ways for noisy data such as binning method, regression, and clustering. 

This process also removes a symbol number and makes it into lowercase. Figure 10 shows the code that is used for 

data cleaning. 
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Figure 10. Code for removing symbols and making it lowercase 

Stopword removal is applied during the data cleaning phase to eliminate words that do not contribute significant 

meaning to a sentence. Examples of such stopwords include "this," "is," "can," "do," "more," and "such." These are 

identified and removed using the Natural Language Toolkit (NLTK) stopword collection. This step ensures that the 

tokenized vector retains only meaningful words, enhancing the quality of the processed data. 

Next, data transformation is performed to prepare the data for the mining process. This involves steps such as 

normalization, attribute selection, and discretization. Additionally, data reduction techniques are applied to manage 

large datasets effectively and remove duplicate entries, ensuring a streamlined dataset for further analysis. 

In the modeling phase, clustering techniques are employed to compare the clustering results and evaluate their 

performance. For this study, k-means clustering was chosen because it is well-suited for unlabeled data, where no 

predefined categories or groups exist. K-means clustering is a type of unsupervised learning algorithm that aims to 

partition the data into K distinct groups based on the given features. The algorithm assigns each data point to one of 

the K groups based on feature similarity. To visualize the clustering, Principal Component Analysis (PCA) is used, as 

it effectively captures the global structure of the data. PCA is a dimensionality-reduction technique that condenses a 

large set of variables into a smaller, more manageable set while retaining significant variance. 

In addition to k-means, Silhouette Analysis is used to evaluate the quality of clustering and identify keywords from 

each cluster. A silhouette score close to +1 indicates that a data point is well-separated from neighboring clusters. A 

score of 0 suggests the data point lies on the boundary between clusters, while a negative score indicates potential 

misassignment to the wrong cluster. 

When designing the system, a well-defined system architecture, including the system cycle and flowchart, is crucial. 

These components are developed using open-source tools based on the knowledge acquired during the study. The 

system architecture provides a comprehensive representation of the entire study, covering processes from web scraping 

to the deployment of the main platform. It culminates in generating the final book recommendations, as illustrated 

in figure 11. 

 

Figure 11. System Architecture 

The system flow begins with the scraping phase, where Scrapy was utilized to collect book reviews. The scraped data 

then undergoes several pre-processing steps, including data cleaning, data transformation, and data reduction. Using k-

means clustering, keywords are extracted from the book reviews and subsequently visualized on a dashboard developed 

with Power BI. These processes are explained in detail, and the step-by-step flow is illustrated in figure 12. During 

the system development phase, a dashboard was designed and developed to visualize the clustering results. This 

provides a clear and intuitive way to interpret the keywords from the clusters of book reviews. Additionally, the 

dashboard allows users to search for book titles based on the extracted keywords from the reviews, facilitating a more 

efficient exploration process. Figure 12 presents an example of the dashboard to be developed. The resources utilized 

in this phase include journals, books, and websites to gain a thorough understanding of the methods applied. 
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Figure 12. Dashboard using Power BI 

The next phase is the system testing and evaluation. System testing is required for each study to make sure the filtering 

and sorting are used correctly. Based on some selected criteria, filters in Power BI sort data and information. Different 

fields or values can be selected within the fields, and only the relevant details can be displayed. We have determined 

that the dashboard can display the information and make users easily understand it. The dashboard needs to be 

examined in various circumstances to see the effectiveness of the proposed dashboard. 

4. Results and Discussion 

This chapter documents the results of the study and presents the findings obtained during its development. The results 

and discussion focus on key aspects, including data collection, data analysis and interpretation, data visualization, and 

the overall outcomes derived from the study. Each section is designed to provide a detailed examination of the processes 

and insights gained during the research. The data collection results highlight the extracted data after pre-processing, 

where books without reviews and reviews with fewer than 200 words were removed to ensure data quality and 

relevance. This refinement step ensures that the analysis is based on meaningful and comprehensive reviews. Following 

this, the cleaned dataset is categorized based on genres, enabling the study to focus on specific preferences within the 

Fiction and Fantasy, Mystery and Thriller, and Romance genres. 

Figure 13 presents the titles of books from the Fiction and Fantasy category that remained after applying the review 

filtering process. A total of 28 book titles were selected as samples, offering a representative overview of this genre. 

This dataset serves as the foundation for further analysis, such as identifying patterns, trends, and key themes present 

in the reviews. Figure 14 focuses on the Mystery and Thriller genre, providing a similar analysis. The filtered books in 

this category offer insights into user preferences, common themes, and popular titles within this genre. These results 

help illustrate how clustering and keyword extraction can refine large datasets to identify actionable insights. 

  

Figure 13. List of books for genre Fiction and Fantasy Figure 14. List of books for genre Mystery and Thriller 

Figure 15 showcases the Romance genre, which is another popular category in book recommendations. The filtered 

dataset includes books with significant user engagement, as indicated by the presence of comprehensive reviews. This 

allows for an in-depth examination of reader sentiment and preferences, which are critical for building effective 

recommendation models. 
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Figure 15. List of books for genre Romance 

The data visualization through these figures not only demonstrates the structured approach taken in data analysis but 

also provides a practical reference for understanding the distribution of data across genres. These visualizations serve 

as key components in interpreting the results of the clustering and keyword extraction processes, which are further 

discussed in this chapter. By documenting these findings, the study demonstrates how the proposed methodology 

effectively streamlines data processing, improves data quality, and facilitates meaningful insights. The results serve as 

a basis for evaluating the performance of the system and its relevance to the objectives of the study, ultimately 

contributing to the development of a robust book recommendation model. 

Figure 16 shows the data of reviews for fiction books that have been cleaned. This step will be repeated for all the 

reviews of the book. After all data is cleaned, we will choose only 200 reviews from each book because, due to hardware 

problems, it cannot run large data. The elbow method is one of the methods for selecting optimal K. The first step is 

calculating the squared error (SSE) sum for some K values. SSE is the sum of the square distance between the centroid 

and each member of the cluster. The plot will be several clusters K against an SSE graph. We will observe that SSE 

decreases and K increases as distortion is small. The position of the bend (knee) in the plot is usually considered to be 

an indication of the sufficient number of clusters. 

 

Figure 16. Data Cleaning 

The data or information about the keyword, review genre, and title of each book are all visualized in Power BI. The 

dashboard consists of three parts. The first part of figure 17 is the visualization of the list of books that need to be 

focused on. The second part is the visualization of the result of clustering, keyword and details reviews for each genre, 

and the last part is a visualization of keywords for each book. 
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Figure 17. The dashboard shows a list of books 

For the first part, the user can know the title of the book that will focused on and the number of totals of the book based 

on genre. In the right corner, the user can compare the rating between 4 stars and five stars. Slicer is used for rating 

purposes because slicers allow a user to sort and filter a structured report and view only the details they want. Below 

the rating is Genre, where the user can see the total of books for every genre, and the number of totals will show below 

and right on this figure. From this figure, we can see it has 162 books for all genres. The number will change when the 

user selects the genre that they want, as shown in figure 18 and figure 19 as examples. 

 
 

Figure 18. Result of clustering for genre Fiction and 

Fantasy 

Figure 19. Keyword for a book on genre Fiction and 

Fantasy 

This dashboard will help to identify which keywords are mostly mentioned in the review. By having the results can be 

taken into consideration in identifying and grouping similar data points in larger datasets without concern for the 

specific outcome. 

5. Conclusions 

This study successfully developed a recommender system for book reviews using the k-means clustering algorithm, 

addressing the challenge of navigating the overwhelming number of books available. By extracting and analyzing 

keywords from user-generated content on platforms such as Amazon.com, the system effectively streamlines the book 

recommendation process. The comprehensive methodology encompassed all key phases, including preliminary studies, 

data collection, data preprocessing, modeling, and visualization with Power BI. 

The findings demonstrate that clustering techniques can effectively summarize and highlight trends in book reviews 

across various genres, making the recommendation process more precise. By analyzing and visualizing data based on 

commonly extracted keywords from reviews, the system provides tailored book suggestions that align with user 

preferences and interests. This enhances the user experience by simplifying decision-making and also offers valuable 

insights to publishers and authors, enabling a deeper understanding of reader preferences. 
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Future advancements could focus on integrating real-time data acquisition, improving the scalability of the system, and 

incorporating dynamic user input to refine the recommendations further. Enhancing these aspects would ensure the 

system remains robust and relevant in the ever-evolving digital book marketplace. 

This study lays a strong foundation for developing more personalized and efficient digital book marketing and sales 

strategies, leveraging the power of artificial intelligence and machine learning in e-commerce. The recommender 

system demonstrates the potential to revolutionize the way books are marketed and consumed, ultimately benefiting 

both readers and the publishing industry. 
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